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Abstract—An attempt was made to review the actively developing area of research devoted to analysis and design of the control systems with due account taken of the constraints imposed by the available finite-capacity digital communication channels. The problem’s prehistory dating back to the 1960–1970’s, as well as the new approaches that appeared during the last decade were analyzed. Much attention was paid to various versions of the now popular data rate theorem. Consideration was given to the problems of control through the communication networks and some results obtained for the nonlinear systems. The basic application areas were listed in brief.

PACS

1. INTRODUCTION

Systems where the control units and sensors are far apart and connected by limited-capacity digital information channels become more and more common. This situation is characteristic of the distributed sensor networks where quite a few sensors are connected to the central control unit, as well as of the systems for observation of moving objects, control of agricultural systems, mobile robots such as autonomous flight and underwater apparatuses, transportation vehicles, micromechanical flying insects, nano-satellites, and other moving devices. Limited capacity of the communication channels between individual system elements may have a pronounced effect on control and navigation. Even the fundamental characteristics of the control systems such as controllability and observability need reconsideration and revision because the conditions for controllability and observability change substantially if the information constraints are taken into account. This gives rise to the fundamental problem of determining the boundaries of the data transmission rates under which the desired aim of control is attainable in principle. Its solution gives an exhaustive, in a sense, description of the possibilities of the channel as part of the control system and also the requirements on the channel that follow from the stated aim.

Over the last decade, various modifications of this problem were given great attention and in its solution an essential progress has been made. A new stage in the development of the control
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theory, its convergence with the information theory is discussed more and more frequently [1–3].

The additional requirement for allowing for the computational constraints gives rise to a number of problems described as the pursuit of a unique theory of control × communication × computing = C³ [4]. It goes without saying that the discussion of these crucial problems was not started today, but dates back to much earlier times when practicalization of the digital systems was just starting. However, the recent works are distinguished for formulating their results in the informational terms which seems more natural. Additionally, the recent works were devoted mostly to analysis of the errors in the existing circuits, whereas at the new stage the problems of system design, including the optimal design, with regard for the informational and computational constraints are posed.

At that, new sounding is found in the tested instruments such as state observers, zooming coders, switching controllers turning systems into hybrid ones, and so on. In the control loop, the limiting system possibilities for the given channel capacity are established and the control errors are estimated with the aim of optimizing the use of the communication channel. The impact of uncertainty which is characteristic of the dynamics of the majority of the technical systems is overcome using the methods of adaptive and robust control.

The traditional information theory underlies the communication engineering and defines the boundaries of the information transmission rate, as well as the error probability that is made attainable using the optimal coding. The corresponding results serve as a compass directing the development of the theory and practice of coding and a yardstick to measure the passed and remaining path. This theory uses criteria that are mostly abstracted from the final aims of information transmission. Considering the communication channel as a composite part of the control complex, it is only natural to change the landmarks and follow the criteria of the control theory. This approach is confessed by many participants of the new control-theoretical “boom.”

The present work attempts to overview this booming field. In the first part (Secs. 1 and 2), the problem’s prehistory is analyzed beginning from the works of the 1960–1970’s. In the mid-1990’s, the efforts of researchers were concentrated mostly on the possibility of stabilizing an unstable plant by a control system whose components are interconnected by a limited-capacity network. The case of linear plant and simplest network interconnecting the measurer (transducers, sensors), controller and actuator (drive) via two channels of observation and control offers a natural starting point. The data from the sensor to the controller and from the controller to the actuator are transmitted, respectively, through these channels. Even in this case some important results were established which demonstrated that, in particular, allowance for the bit rate of information transmission leads to basically new effects as compared with the classical theory. These results are discussed in Sec. 4 where appreciable space was devoted to different versions of the already famous “data rate theorem.” We notice that presentation of Sec. 4 is more detailed and its style is more formal.

Section 5 is devoted to the problems of control through the communication networks. The number of publications devoted to these problems is not great. Some results obtained for the nonlinear systems are given in Sec. 6 where the well-known results either are local or give only the sufficient conditions. Other approaches to the problems of control with constrained communication are discussed in Sec. 7. Section 8 characterizes briefly the applied studies on the subject of this review. The necessary technical material is compiled in the Appendix. Since the review is structured in terms of subjects, the works concerned with more than one subject are usually discussed in several sections.

We notice that selection of the material undoubtedly was influenced by the scientific interests of the present authors who adduce an excuse to the colleagues whose contribution was outside the main focus of the review.

The following notation is used below:

Z is the set of integers,
\( \mathbb{R} \) is the set of real numbers,
\( \mathbb{C} \) is the set of complex numbers,
\( \mathbb{R} z \) and \( \mathfrak{z} z \) are, respectively, the real and imaginary parts of the complex number \( z \),
\( \vdash \) stands for “equal by definition,”
\( \{a_1, \ldots, a_k\} \) is the set made up by the aforementioned elements,
\( \{a : \mathcal{P}(a)\} \) is the set of element for which the assertion \( \mathcal{P}(a) \) is true,
\( A \setminus B \) is the difference of the sets \( A \) and \( B \), that is, the totality of all elements of \( A \) that are not present in \( B \),
\( \emptyset \) is an empty set,
\( |A| \) is the number of elements of the set \( A \),
\( [m : n] := \{j \in \mathbb{Z} : m \leq j \leq n\} \),
det \( A \) is the determinant of the matrix \( A \),
\( \|A\| \) is the spectral norm of the matrix \( A \) (in a special case where \( A \) is a column vector, \( \|A\| \) coincides with the Euclidean norm of the vector \( A \)),
\( \text{diag} (a_1, \ldots, a_k) \) is the \( k \times k \) diagonal matrix with the elements \( a_1, \ldots, a_k \) on the diagonal,
\( P \) is the probability,
\( P[A|B] \) is the conditional probability of the event \( A \) under the assumption of the event \( B \),
\( E \) is the expectation, and
\( \land \) is the logical AND.

2. EARLIER WORKS: CONTROL AND OBSERVATION WITH QUANTIZATION

In the earlier works on the effect of quantization by the signal level in the digital control systems, the quantization unit (“quantifier,” “coding unit” or “coder”) was usually regarded as a source of independent random discrete process (noise) acting additively on the system. This assumption allows one to simplify appreciably the study of system with quantization, especially for the control plants obeying linear models (see, for example, [5–10]). This assumption, however, is too rough if the quantization step is commensurable with the range of variations of the transmitted variable [9,11–15]. In the closed-loop discrete-time system, quantization by level may give rise of oscillatory processes similar to the self-oscillations in the continuous nonlinear systems. Analytical determination of the parameters of such processes is possible only in the simplest cases. The approximate numerical-analytical method of harmonic linearization that was extended to the discrete systems in [9,16] enables one to simplify the study.

Apart from analysis, consideration was given to the problems of design, primarily, to minimization of the errors caused by quantization in the control loop. These problems are usually formulated as optimization of some integral objective functional (loss function). The earliest publications in this area are represented by [17–19]. Design of an optimal control system for a discrete linear plant with quantization of the control action was discussed in [19]. Consideration was given to the static coders following the characteristic \( \bar{z} = q(z) \), where \( z \) is the scalar input, \( z \in \mathbb{R} \), and \( \bar{z} \) is the transformed (quantized) coder output. It is the static characteristic of the coder \( q(\cdot) \) that is to be optimized. It is assumed that \( q(\cdot) \) is a monotone odd function with \( N + 1 \) different values, \( q : \mathbb{R} \to \{c_0, c_1, \ldots c_N\} \). The values \( c_i \in \mathbb{R} \) \( (i = 0, N) \) are the optimized parameters. The problem of optimization of a quantizer in an open loop was separately considered in [19] under the assumption that the static characteristic of the input \( z \) are known and defined by its one-dimensional distribution density \( p(z) \). The expectation of some selected objective function \( q(z, q(z)) \) is the criterion for coder optimization. Such optimization problem is solved by the standard methods of mathematical programming. Next, consideration is given to the closed-loop dynamic system comprising the
control plant, measurer, state observer, controller, and quantizer. It is assumed that the control plant is subject to external stochastic perturbations. The stochastic measurement noise is also taken into consideration. For the quadratic performance functional, linear control plant, Gaussian perturbations, and measurement noise, the separation theorem was formulated in [19] according to which the problems of optimization of controller, observer, and coder may be solved independently. The two first problems are solved using the well-known methods of optimal linear-quadratic control disregarding quantization, and the coder is optimized using the mathematical programming procedure established for the open-loop system.

Subsequent discussion [20–22] established that the results of [19] give rise to a variable-parameter coder ("nonstationary coder"), which essentially complicates their application in real-time systems. For the vector control signal, these results were developed in [21] where it was noticed that [17–19, 22, 23] considered the problems of optimization of coders of a given structure. An algorithm of the optimal quantizer was derived in [21] from the solution of the optimization problem for the closed-loop system using the linear-quadratic criterion with Gaussian noise (the so-called LQG-problem). It was found that for a given number of the quantization levels the optimal controller can be determined by solving separately the following subproblems:

1. design of the optimal Kalman filter for state estimation under stochastic actions;
2. design of the optimal controller from the estimates obtained;
3. optimal quantization of the continuous minimal-distortion control determined from the last item.

It was noticed in [21] that if it is possible to calculate in advance the quantizer parameters for a system with scalar control, then in the case of vector control these parameters must be determined in the course of system operation depending on the current realization of the process. The current value of the loss function is the sum of values of this function for the problem of optimal control without quantization and additional addend representing the quantization error.

Allied results were presented in [23] which considered the problem of optimal stabilization of a stochastic discrete linear plant with quadratic objective functional, provided that the measurer obeys an arbitrary nonlinear static characteristic including the nonlinear characteristic of the coder at the plant output \( \tilde{y} = q(y) \). In particular, a structure was proposed in [23] where the "innovation," that is, the residual \( z \) between the plant output and its conditional mean value generated by the Kalman filter, rather than the plant output \( y \), arrives to the coder. The following coder equations correspond to this structure:

\[
\tilde{z}_k = q(z_k, \nu_k), \quad z_k = y_k - \tilde{y}_k, \tag{2.1}
\]

where \( y \) is the plant output, \( \tilde{y} \) is its conditional mean generated by the Kalman filter, \( \nu \) is the output measurement noise (error), \( q(\cdot) \) is the static characteristic of the coder, and \( k = 0, 1, \ldots \) is the discrete time.

Therefore, to employ the separation theorem at quantization of the control signal, one must use, according to [19, 21], a nonstationary coder in the direct circuit, and at quantization of the measurement signal the coder must be feedbacked according to [23]. It deserves noting that the transformation method (2.1) proposed in [23] anticipates the results of much later works such as [24–28]) where it is the innovation signal that is coded and transmitted through the communication channel.

Design of the optimal Kalman filters with allowance for the roundoff errors caused by the finite length of the computer word was discussed in [29]. Consideration was given to the effect of the errors of representation of the sensor signals, as well as the errors of realization of the parameters of optimal filter. The impact of such errors was described in [29] as an additive random process with
a distribution density uniform over a given interval. A solution was suggested which is a trade-off between the quantization frequency and computer word length.

Design of the so-called adaptive quantizers where the signal transformation range is varied automatically in the course of operation was considered in [30–35]. The forecast obtained at transmission of the preceding block of signals is used in [35] to adjust the range of transformation (the upper and lower saturation levels of the quantizer). These levels are varied independently so as to embrace the forecasted range of signals. In [30] the width of the quantization range is varied at coding each signal. We notice that the aforementioned works were devoted only to the problem of signal transmission. Use of the adaptive quantizers in the closed-loop systems of control and estimation was discussed in a number of subsequent works such as [36–39]).

The problem of minimizing the sensitivity of the discrete controllers to the quantization errors caused by the finite computer word width was posed in [40]. It was assumed that the controller coefficients were represented precisely, there were no effects of overflow and quantization of the results of measurements, and an error occurs in the computer prior to or after multiplication. It was desired to use the given controller transfer function to determine a realization in the form of the state equations such that the influence of the roundoff errors is minimal. As in many other works [7, 8, 29, 41], the roundoff error was represented by an external additive bounded noise. The $H_2$ and $H_\infty$ norms were used for optimization. The above problem was shown to be reducible to that of convex optimization of a linear objective function under affine matrix constraints of the inequality type.

Occurrence of chaotic oscillations caused by level quantization was considered in [42–45].

**Conclusions.** The problems of control and estimation in the conditions of both level and time quantization attracted attention concurrently with the introduction of the digital technology. Owing to the nonlinearity of the systems with quantization in the closed loop, their analytical study proved to be a complex problem that is commonly simplified using the linearization procedure. The quantization errors are usually represented as bounded additive noise acting on the linear system. Another, more rare, approach lies in using a procedure of harmonic linearization. Yet, the level quantization in all cases was considered as an approximation of a real number by a finite number of digits which is the source of the system error. An alternative point of view based on the ergodic theory of the dynamic systems and regarding the quantized measurement $q(x)$ of a continuous variable $x$ as an object carrying some incomplete information about $x$ (see [46]) appeared with time. The following problem was also formulated in [46]: “the question we wish to answer ... may be phrased as follows: under what circumstances, and in what sense, can we stabilize an unstable discrete-time linear system by choosing a feedback control which depends only on a quantized measurement of the system’s state?” Numerous publications devoted to its solution are reviewed in Sec. 4.

### 3. PROBLEMS OF CONTROL AND OBSERVATION UNDER CONSTRAINED CAPACITY OF THE COMMUNICATION CHANNEL

The paper [46] was among the first publications that indicated to the informational constraints in the communication channel between the sensors and observer in the problem of estimating the state of a dynamic system. Consideration was given to a closed-loop stabilization system consisting of a linear discrete control plant

$$x_{k+1} = Ax_k + Bu_k, \quad k = 0, 1, \ldots,$$

(3.1)

and a feedback controller

$$u_k = f_k(q(x_0), \ldots, q(x_k)),$$

(3.2)
where $x_k \in \mathbb{R}^n$ is the plant state, $u_k \in \mathbb{R}^{m}$ is the control action, $A$ and $B$ are the matrices of corresponding dimensions, and $q(\cdot)$ is the coder function. As can be seen from Eq. (3.2), the control signal may depend on the entire prehistory of measurements from the zero to the current $k$th time instants, which is of principal importance. D.F. Delchamps [46] emphasizes that “The significance of our allowing $u_k$ to depend on the entire measurement history $\{q(x(l)) : l \leq k\}$ should not be underestimated. . . quantization $q$ makes the ‘present’ measurement $q(x(k))$ somewhat more like a partial observation of the state $x(k)$ whose role as an input to the controller is analogous to that of a linear partial observation $e(k) = Cx(k)$ in the linear control theory.” More detailed results can be found in [12].

The problem of state estimation under constrained capacity of the communication channel was formulated in [47,48]. In contrast to the classical approach of the estimation theory where the observation signal is represented by a continuous process distorted by additive noise, it was additionally assumed in [47,48] that the signal is coded and transmitted via a limited-capacity communication channel. The plant state is represented by the stochastic process $\{x(t)\}_{t \geq 0}$ with a distribution function that is known a priori and the first and second moments known at each time instant. The plant output is measured continuously, but owing to remoteness of the plant, the measurement data arrive to the estimation system via a communication channel. It was noticed in [48] that the classical information theory minimizes the asymptotic error of data transmission via the communication channel assuming that the readings of the input are independent and identically distributed. This approach leads to nonrecursive coding-decoding procedures. However, as was noted in [47,48], from the point of view of estimation of the states of dynamic systems the above assumptions about the properties of the input sample and the nature of the coding procedure are unacceptable.

In [47,48], consideration is given to $\mathcal{Y}_t$, the set of possible realizations of the process $x$ by the time $t$, $\mathcal{Y}_t = \{x(s), 0 \leq s \leq t\}$. The code word of length $l_i$ transmitted at the $i$th step is denoted by $c_i$; $\tau_i$ denotes a time instant such that $c_i$ is calculated from the trajectory of $x$ by the instant $\tau_i$, that is,

$$
\begin{align*}
\begin{cases}
c_i = h_i(y(\tau_i)), & y(\tau_i) \in \mathcal{Y}_{\tau_i}, \\
\tau_i = \tau_{i-1} + l_i\delta, & \tau_0 = 0, \quad i \geq 1,
\end{cases}
\end{align*}
$$

where $\delta = 1/R$ is the time of transmission of one data bit through the communication channel. Correspondingly, the rate of data transmission through the channel $R = 1/\delta$ (bit/s).

In the search for analogs of the classical Shannon theorem [49] on the channel capacity, the problem of determining the lower bound of the rate of data transmission through the communication channel with which it is possible to provide convergence of the plant state estimation procedure was formulated in [50]. Such problems arise at measurement quantization in digital control systems and also in the decentralized observation systems where the sensor data are represented by coded (frequently, binary) signals that are transmitted through a discrete communication channel to the “data merge center” where they are processed and a decision is made. The problem of estimating the stochastic process $x(t)$ satisfying the first-order equation $\dot{x}(t) = ax(t)$, where $a > 0$ is a certain constant parameter, is considered in [50] (it is namely the problem of estimating an unstable process that is of interest). The initial state $x_0$ has a certain distribution density in the form of the shifted Laplace distribution $f(x) = \lambda e^{-|x-\mu|}/2$ with certain expectation $\mu$ and variance $\sigma^2 = 2/\lambda^2$. The measurement results $x(t)$ are transformed by a binary coder and transmitted at the discrete time instants $t_k$ through the communication channel without distortions and losses. The instants $t_k$ obey the relation $t_k = k\delta$, where $k = 0, 1, \ldots$ and $\delta$ is the time interval for transmission of one bit through the communication channel. The magnitude of $R = 1/\delta$ is called the data transmission rate. A recursive algorithm to obtain the estimate $\hat{x}_k$ of the values $x_k = x(t_k)$ from the transmitted
binary sequence

\[ h(x_k) = \begin{cases} 
0, & x_k \in \mathbf{A}, \\
1, & x_k \in \mathbb{R} \setminus \mathbf{A}, 
\end{cases} \quad (3.4) \]

was described in [48, 50]. It is based on the recurrent change of the characteristic set \( \mathbf{A} \) of the coding function (3.4). According to this algorithm, the estimate \( \hat{x}_k \) is calculated for the set \( \mathbf{A}_k \) determined at the \( k \)th step from the criterion for minimum of the variance. At the initial step, the characteristic set \( \mathbf{A}_0 = (-\infty, \mu] \). It was proved in [50] that for the considered stochastic process \( x_k \), the following condition for the data transmission rate

\[ R > \frac{2a}{\ln 2}. \quad (3.5) \]

is the sufficient condition for root-mean-square convergence of the coding-estimation procedure of [48, 50]. In the subsequent works a similar condition was obtained for a larger class of systems.

Estimation of the state of a remote system through a limited-capacity digital communication channel was considered also in [51] where the problem was posed of determining the minimal capacity of a communication channel under which the desired precision of estimation may be provided. Closeness of the considered problem to the study of digital systems with level quantization [9, 11–15, 17–19, 22, 23] was noticed in [51] where attention was also drawn to some basic distinctions. First, in the system with level quantization the converter characteristic (quantization step) is usually fixed, whereas at the data transmission through the communication channel the coder is constrained only by the number of symbols in the output alphabet. The coding function may also be time-variant and dependent on all preceding measurements. This additional degree of freedom changes basically the essence of the problem at hand because the estimator becomes capable to select effectively the values to be measured by purposeful variation of the coding function. Second, at data transmission through the communication channel there is a delay growing linearly with the number of positions of the code words. Consequently, an increase in the number of coder positions beginning from some value leads in fact to a reduction in the accuracy of estimation because of obsolescence of the transmitted data, which casts some doubt on utility of the methods of the rate distortion theory and the multiterminal data compression [52–54] that are based on combining the information about the process in larger blocks before coding for the real-time systems. In distinction to [47, 48, 50] where consideration was given to the stationary first-order linear systems, the results of [51] refer to the nonlinear systems like

\[ x_{k+1} = f_k(x_k), \quad k = 0, 1, \ldots, \quad (3.6) \]

where \( x_k \in \mathbb{R}^n \) is the state vector, \( n \geq 1 \) is the order of the system, the vector function \( f_k(\cdot) \) for each \( k = 0, 1, \ldots \) satisfies the Lipschitz condition with the constant \( L_k \). It is assumed that the entire state vector can be measured precisely at the side of the data source, and the problem lies in transmitting the results of measurements via the communication channel of capacity of \( R \) bits in a step of discrete time. Therefore, the coder alphabet has \( M = 2^R \) symbols. At each step \( k \) the communication channel transmits without distortions and delays one symbol \( s_k \) from this alphabet, the value of \( s_k \) being dependent on the entire process prehistory \( x_0, \ldots, x_k \). Relying on the information obtained, the decoder constructs the estimate \( \hat{x}_{k+1} \). The problem lies in selecting the coding-decoding functions in terms of the minimum of the limit rms estimation error

\[ \lim_{k \to \infty} E \| x_k - \hat{x}_k \|^2, \]

where \( E \) is the operation of expectation over the set of the initial values \( \{x_0\} \). Consideration is also given to the related problem of determining the least value of \( R \) providing the desired accuracy of estimation. The coding-decoding functions for various kinds of the distribution density \( p(x_0) \).
of the initial value \( x_0 \) were proposed in [51]. For example, for \( p(x_0) \) with a compact support the procedure is based on recurrent decomposition into \( M^k \), \( k = 0, 1, \ldots \), equal hypercubes of the domain where \( x_k \) may stay beginning from a certain domain including the initial state \( x_0 \). The index of the corresponding hypercube \( s_k \) is transmitted through the communication channel. In this case, for the rms estimation error the following upper boundary was obtained in [51]:

\[
\mathbb{E} ||x_k - \hat{x}_k||^2 \leq \phi^2 \left( \prod_{j=0}^{k} \frac{L_j}{M^{\frac{n}{2}}} \right)^2,
\]

(3.7)

where \( \phi \) a \( k \)-independent constant. Whence it follows that satisfaction of the condition

\[
\lim_{k \to \infty} \prod_{j=0}^{k} \frac{L_j}{M^{\frac{n}{2}}} = 0
\]

(3.8)
suffices for getting the zero limit error: \( \lim_{k \to \infty} \mathbb{E} ||x_k - \hat{x}_k||^2 = 0 \). Expression (3.8) shows that if the capacity of a communication channel exceeds some threshold value, then asymptotically precise estimation of state can be provided for the given sequence \( \{L_k\} \). Additionally, it follows from estimate (3.7) that the rate of convergence is determined from \( M = 2^R \); therefore, the greater values of \( R \) bring about higher rate of estimation. For the stationary linear system, \( L_k \equiv L \), where \( L \) is the norm of the matrix \( A \), satisfied is \( f(x_k) = Ax_k \). Then, (3.8) leads to the inequality

\[
R > n \log_2 L.
\]

(3.9)

Condition (3.9) was later developed in the form of the data rate theorem considered in the following section.

The problem of optimization in the integral quadratic criterion of the linear stochastic systems under informational constraints due to the coding of measurements of the plant output was considered in [55]. The principle of separation was shown to retain validity; therefore, the linear controller is optimal in estimating the plant state. To attain the desired result, instead of the observation process, coded and transmitted through the communication channel is the innovation process which, in distinction to the observation process, is a Gaussian process with independent and identically distributed values whose statistical characteristics are control-independent. This fact allows one to make use of the well developed procedures for design of the optimal vector quantizers [56–58]. Additionally, transmission of the innovation process enables one to take into consideration at the decoder side only the current values of the received signal and not its prehistory as it was the case at transmission of the measurement signal. The centroid property of the optimal vector quantizer is another basic feature of the proposed approach which enables one to consider the quantized variable as the conditional expectation of the original random value relative to an appropriate \( \sigma \)-subalgebra. This property can be conveniently used with the least squares method.

The linear discrete plant

\[
x_{k+1} = Ax_k + Bu_k + w_k, \quad k = 0, 1, \ldots
\]

(3.10)
is considered in more detail in [55]. Here, \( x_k \in \mathbb{R}^d \) is the state vector; \( u_k \in \mathbb{R}^m \) is the control vector; \( w_k \in \mathbb{R}^d \) is the Gaussian white noise with the zero mean and the covariance matrix \( Q \); and \( A \) and \( B \) are matrices of appropriate dimensions. The following nonanticipative condition is satisfied for
$w_k$: the sequence $\{w_j, j \geq k\}$ is independent of $\{x_j, u_j, w_{j-1}, j \leq k\}$ for all $k \geq 0$. Consideration is given to the problem of determining the optimal control $\{u_k\}$ minimizing the objective function

$$
\limsup_{n \to \infty} \frac{1}{n} \sum_{k=0}^{n-1} \mathbb{E} \left( x_k^T G x_k + u_k^T R u_k \right)
$$

with the given positive semidefinite matrices $G$ and $R$. The standard conditions for controllability of the pair $(A, B)$ and observability of the pair $(A, G^2)$ are assumed to be satisfied, and additionally the condition $\lambda_{\max}(A^T A) < 1$, where $\lambda_{\max}(\cdot)$ is the greatest eigenvalue of the argument matrix, is imposed on the spectral norm of the matrix $A$. The last assumption is used in the procedure for optimization of the code word length ensuring a trade-off between the precision and communications delay. This procedure includes solution of the discrete Lyapunov equation with the matrix $A^N$, where $N$ is the communications delay depending on the code word length and data transmission rate along the communication channel. We notice that by the process of innovations [55] understands the forced component of the response of system (3.10) to the action $w_k$. Since it was assumed in the paper that the state vector $x_k$ is measured without errors, this component can be calculated from the results of measurements.

The problem of linear-quadratic optimal control with an objective function like (3.11), $G = G^T \geq 0$, $R = R^T > 0$, for plant (3.10) with Gaussian perturbations $w_k$ and initial states $x_0$ having the zero mean and covariance matrix $K_{x_0}$ was considered in [24, 25]. In distinction to the classical formulation, it is assumed following [59] that the power of the signal transmitted through the communication channel between the plant output and the controller is limited. For such systems, the separation principle was shown to be valid, and the linear controller, to be optimal. The optimal relation between the costs of control and data transmission through the communication channel was established in [24, 25]. Instability of the control plant was also shown to be closely related with the requirements on the communication channel capacity: if the rate of data transmission through the communication channel is below some boundary, then the loss function inevitably goes into infinity and the system even cannot be stabilized. A communication channel with analog additive white Gaussian noise (AWGN) was considered in [24]. The communication channel obeys $b_k = a_k + v_k$, where $a_k, b_k \in \mathbb{R}^d$ are the vector input and output, respectively, and $v_k$ is the additive noise. It is assumed that $\{v_k\}$ is a Gaussian process with independent and identically distributed values, zero mean, and a certain matrix of variances $K_v$. A power constraint on the signal transmitted through the channel is introduced in the form of $\mathbb{E} \|a\|^2 < d \cdot P$, where $P$ is a given value. According to the Shannon theorem, the attainable data transmission rate $R$ in such channel follows the expression

$$
R = \max_{\text{tr}(K_{a,k}) \leq d \cdot P} \frac{1}{2d} \log_2 \frac{\|K_{a,k} + K_v\|}{\|K_v\|},
$$

where $K_{a,k}$ is the covariance matrix of the transmitted signal $a$. Therefore, the values $P$ and $R$ are related uniquely. The control process is optimized using the dynamic (“predicting”) coders-decoders (devices with memory) where the process values are predicted on the basis of the past measurements. The predictive encoder has been known for a long time and is widely used for transmission of the serial data collections [60]. In these devices, it is the signal of error between the true state of the process (plant) and its best prediction generated by the decoder that is encoded and transmitted through the communication channel. The equi-memory condition according to which both the coder and decoder make decisions on the basis of the same information is assumed to be met [60]. This condition is important because it enables the coder to follow the error between the true state of the plant (known at the side of the coder) and its estimate generated by the decoder. It is required in [24] that the state of the coder include the value of the decoder output at the preceding step $y_k$. Therefore, the coder needs to dispose of substantial information about the
decoder state, that is, there should be some feedback between their outputs. One of the possibilities is offered by calculation of $y_k$ on the coder side. For that, the coder needs precise values of the control action $u_k$, and the control law must be invertible. There are situations where the equi-memory condition proves to be excessive because “the plant itself can act as a connection” from the controller to the coder [24].

These studies were continued in [61] which considered the stochastic control systems with a communication channel between the measurement devices and the controller. The task lies in designing coder, decoder, and controller so as to satisfy the desired aims of control. In particular, consideration is given to the influence of the communication channel for the classical Gaussian linear-quadratic communication channel. Conditions were presented under which the problems of state estimation and control are separable for the optimal design. The boundaries of the attainable system performance were established, and the trade-off was demonstrated between the control and the data transmission costs which is characteristic of the problem at hand. In particular, the optimal quadratic loss function was shown to be decomposable into two terms: the loss function under complete information and the function of losses due to the limited rate of data transmission through the channel.\(^2\)

Feedback-based stabilization of the discrete linear stationary determinate plant under quantized measurements with saturation was studied in [26]. Its authors indicate that it is usually assumed in the literature on control with quantization that given is a fixed quantizer describing the effect of the finite precision of data representation on the behavior of the control system [12,63,64]. They, however, keep to another point of view: fixed is only the number of quantization levels, the rest of the quantizer parameters being variable in the course of system operation. It is namely this approach that enables asymptotic stabilization of the system’s state of equilibrium. In [26] used is a static quantizer $q: \mathbb{R} \rightarrow \mathbb{Z}$ with sensitivity $\Delta > 0$ and saturation level $M \in \mathbb{Z}$:

$$q(x) = \begin{cases} 
M, & \text{if } x > (M + 1/2)\Delta, \\
-M, & \text{if } x \leq -(M + 1/2)\Delta, \\
\lfloor x/\Delta + 1/2 \rfloor, & \text{if } -(M + 1/2)\Delta < x \leq (M + 1/2)\Delta,
\end{cases} \quad (3.13)$$

where $\lfloor x \rfloor = \max\{k \in \mathbb{Z}: k \leq x\}$ is the down round-off function. The quantization function of the vector variable $q: \mathbb{R}^n \rightarrow \mathbb{Z}^n$ is understood in the componentwise sense, that is, it is assumed that for each component of the state vector $x_i$ there exists a quantizer $q_i(x_i)$ with sensitivity $\Delta_i$ ($i = 1, \ldots, n$). Availability in quantizer (3.13) of saturation $M$ distinguishes it from that of [12].\(^3\)

Uniform quantizers having identical values of $\Delta_i = \Delta$ are introduced.

The work focuses on the possibility of varying the quantizer sensitivity—rather than the level of saturation—on the basis of current data. The example of a photocamera with zooming and a fixed number of pixels is given as a motivation for this study. Following [65], consideration was given to the problem of control with information constraints in the sense that the system state is not known completely and known is only the block from the fixed set of the quantization blocks (hyperparallelepipeds) to which the plant state belongs at the given time instant. The control strategy suggested in [26] is divided into two stages. At the first stage where the initial plant state is unknown, the scale is zoomed out, that is the parameter $\Delta$ is increased so as to

---

\(^2\) See also [62] where the notions of message epsilon-entropy and the rates of message generation by the source in the case where at the instant of message restoration after its transmission through the channel is known either prior to the time instant coinciding with the current instant or to an instant preceding it. Such problem formulation may arise both in the theory of information transmission and in the problems related to control. It was shown in [62] that for the stationary sources the rate of message generation is always definite and in a wide class of cases is realized on the stationary pairs the input and output messages.

\(^3\) As can be seen from (3.13), $M$ defines the number of elements of the (integer) alphabet of message coding and, thereby, the number of the data bits $R$ transmitted at each step.
“capture” the plant state. The second stage lies in zooming in. At this stage, the sensitivity parameter $\Delta$ is decreased, which allows one to drive asymptotically the plant to the zero state. The passage between the increase and decrease in the parameter $\Delta$ is defined by the value of the “scaling variable” $z \in \{-1, 1\}$. As the result, [26] considers the following hybrid system including continuous linear plant and discrete procedure of varying the sensitivity $\Delta$:

\[
\begin{align*}
\dot{x}(t) &= Ax(t) + Bu(t, q(x(t)), \Delta(t)), \\
\Delta(t) &= G(z, [t/\tau], q(x([t/\tau] \tau)), \Delta([t/\tau] \tau)),
\end{align*}
\]

(3.14) (3.15)

where $\tau > 0$ is a fixed parameter, the time discreteness step. Obviously, Eq. (3.15) describing dynamics of the parameter $\Delta$ is representable as a difference equation with the discrete time $k = 0, 1, \ldots$ Since the right-hand sides of (3.14) and (3.15) are discontinuous, their solutions are understood in the sense of Filippov [66, 67].

Let us consider a control law like

\[
u(t) = \begin{cases} 0 & \text{for } t < k_0 \tau, \\
-K q(x(t)) & \text{otherwise}, \end{cases}
\]

(3.16)

where $q$ is a uniform quantizer of sensitivity $\Delta(t)$ and $k_0$ is some positive integer. The following theorem was proved in [26].

**Theorem 1.** Let the matrix $K$ be selected so that all eigenvalues of the matrix $A - BK$ have negative real parts. Then, there exists a control strategy (3.15), (3.16) such that under an arbitrary $x(0)$ and $\Delta(0) = 0$ the trajectories of the closed-loop system (3.14)–(3.16) tend to zero for $t \to \infty$.

The main idea underlying asymptotic stability of system (3.14)–(3.16) lies in the iterative reduction of the parameter of sensitivity $\Delta = \Delta(t)$ by multiplying it by the selected scaling factor $0 < \Omega < 1$. Thus, at the zooming-in stage Eq. (3.15) leads to $\Delta(t) = \Omega^\nu \Delta(k_0 \tau)$, where $(k_0 + \nu) \tau < t \leq (k_0 + \nu + 1) \tau$, $\nu = 1, 2, \ldots$ The factor $\Omega$ and the quantization interval $\tau$ are calculated depending on the saturation level $M$ and the maximal and minimal eigenvalues of the matrix $Q$ of the solution of the Lyapunov equation $(A - BK)^T Q + Q(A - BK) = -D$ with some matrix $D = D^T > 0$. As follows from the proof of the theorem, convergence $x(t) \to 0$ is of exponential nature. At the beginning of the process (the zoom-out stage), the parameter $\Delta$ should grow with a rate exceeding that of divergence of the plant proper motions caused by instability of the matrix $A$. One can use the law $\Delta(t) = e^{2||A||[t/\tau] \tau}$, for example. The aforementioned method of generating $\Delta(t)$ as a sectionally constant (over intervals of duration $\tau$) time function realizes the so-called dwell-time switching logic [68]. Another approach to the discrete-time systems where $\Delta(t)$ is changed each time as $||q(x)||$ becomes equal to or smaller than some given level is discussed in [26].

The described technique of stabilization requires a sufficiently great (and fixed) level of saturation $M$. It was also shown in [26] that the global asymptotic stabilization of plant (3.14) can be provided using a substantially smaller $M$ by choosing a sufficiently small time-discreteness step $\tau$. At that, the following procedure is used: if it is known that at the current time instant the plant state belongs to some hyperparallelepiped (rectilinear box) and the sensitivity $\Delta$ is selected so that the switching hyperplanes divide it into smaller hyperparallelepipeds, then from the corresponding quantized measurements one can determine a smaller parallelepiped comprising the system state, that is, specify the state estimate.

Similar results were obtained in [26] also for the problems of control of the discrete linear plants

\[
x_{k+1} = Ax_k + Bu_k, \quad k = 0, 1,  \ldots
\]

(3.17)
It deserves noting that an additional condition arises for discrete time. It requires that plant (3.17)
needs not to be “too unstable,” namely, the inequality \( \max_{1 \leq i \leq n} \left( \sum_{j=1}^{n} |A_{ij}| \right) \leq 2 \) must be satisfied. It
was also noted in [26] that if the sensitivity \( \Delta \) can have only a finite set of possible values, then
only the practical stability can be reached and not the global asymptotic stability.

The problems of output stabilization also were considered in [26]. It is assumed that at generation
of control not the entire state vector \( x \) can be measured and used, but only the output of the plant
\( y = Cx \), where \( C \) is a \( p \times n \) matrix, \( p < n \). The initial zoom-out stage cannot be used for such
systems; therefore, only the local asymptotic stability is ensured for them. The paper demonstrated
that the global stabilization of the output can be attained using more complicated, namely, dynamic
control laws. For that purpose, the feedback in the estimate \( \hat{x} \) of the plant state was used in this
work.

The continuous systems with a quantizer having the saturation level \( M = 1 \) are discussed
separately in [26]. For such systems, design of the sliding-mode control law providing the local
asymptotic stabilization was developed, and the case of systems with scalar input and output was
considered in detail. The possibility of extending the results obtained to the nonlinear systems also
was discussed in [26].

An optimal linear (memoryless) control law with quantization for stabilization of the linear
first-order discrete systems is proposed in [69]. The unstable scalar plant
\[
x_{k+1} = ax_k + u_{k+1}, \quad |a| > 1, \quad k = 0, 1, \ldots
\]
(3.18)
is considered along the lines of [70–72]. The feedback is described by the static nonlinearity (with
one-cycle delay):
\[
u_{k+1} = \gamma(x_k).
\]
(3.19)
Here, \( \gamma(\cdot) \) is the quantization function because \( \gamma(\cdot) \) is piecewise-constant and has a finite number
\( N \) of the discontinuity points. It is required to design controller (3.19) such that almost for all
\( x_0 \in [-1, 1] \), that is, with the probability one, the process \( x_k \) hits in a finite time the interval
\( [-1/C, 1/C] \) for some \( C > 1 \) called the contraction rate and stays there. A decomposition of the
system state interval \( [-1, 1] \) into \( N \) subsets called the quantization intervals, which are not intervals
of necessity, was proposed in [69]. The time instant of the first hit into the given interval averaged
over the set of the initial conditions is denoted by \( T \). Optimality is understood in the sense that
if two of the parameters of \( T \), \( N \), and \( C \) are given, then the third parameter cannot be improved
(reduced). Since it is not required in [69] that the quantizer be an interval quantizer, the proposed
control strategy ensures better system performance and lower channel load that of [70–72].
The necessary and sufficient condition for existence of the stabilizing static feedback with coder
was obtained in [69], and the Maxwell’s demon was discussed by way of example.

Some interesting results were established in [73] where, in particular, it was demonstrated that
the coarsest (or minimal-density) quantizer stabilizing quadratically the discrete scalar-control linear
system is logarithmic and can be obtained by solving a special problem of designing the linear-
quadratic optimal control. The result was extended to the discrete control of the continuous systems
with constant discretization step. The optimal quantization interval was shown to be dependent
only on the value of the sum of unstable eigenvalues of the continuous system, and the related
optimal quantizer was proved to be logarithmic with the base represented by a universal system-
independent constant. Such scheme of time discretization and level quantization corresponds to
the concept of the minimal attention control introduced in [47]. Finally, it was shown in [73] how
to design with departure from the requirement of quadratic stabilization the logarithmic quantizer.
with only a finite number of the quantization levels reaching the practical stability of the closed-loop system.

The stabilizable unstable linear discrete systems like (3.17) with the scalar control \( \{x\} = \mathcal{X} = \mathbb{R}^n \) are considered in [73]. It has been known that for them there exists a linear static state feedback ensuring existence for the closed-loop system of the quadratic Lyapunov function \( V(x) = x^TPx \) with some positive definite matrix \( P = P^T > 0 \) (quadratic stabilizability is understood in the sense of existence of such function in other problems as well). Needed is to determine for the given matrix \( P \) a set \( \mathcal{U} = \{u_i \in \mathbb{R} : i \in \mathbb{Z}\} \) of the values of control and an odd function \( f : \mathbb{R}^n \to \mathcal{U} \) (" quantizer") such that \( \Delta V(x) = V(Ax + Bf(x)) - V(x) < 0 \) is satisfied for all nonzero \( x \in \mathbb{R}^n \). The number of the quantization levels is assumed to be unlimited, and a notion of coarseness of the quantizer \( f(x) \) is introduced which characterizes the density of the intervals of decomposition of the space \( \mathcal{X} \).

It was established that the logarithmic quantizer for which the quantization levels, except for the zero level, obey the recurrent relation \( u_{i+1} = \rho u_i, \ i \in \mathbb{Z}, \) where the parameter \( 0 \leq \rho < 1 \) is calculated in terms of the matrices \( A, B, \) and \( P, \) is optimal in this sense. For a stable plant, there will be, obviously, a quadratic Lyapunov function for which \( \rho = 0 \). Additionally, the parameter \( \rho \) is invariant to the transformation of the basis of the plant equations. Disregarding quantization, the control is determined from the antigradient of the function \( V(x) \) which leads to \( u = K_{GD}x, \) where the \((1 \times n)\) matrix of the controller coefficients is equal to \( K_{GD} = \frac{-B^TPA}{B^TPB}. \) The so-calculated action is quantized, and the signal \( f(u) \) is fed into the control plant. The authors of [73] noticed that this method of control corresponds to the intuitive idea that the farther the system state from the desired one, the less precise information about it is required. Therefore, it suffices to make use of an imprecise control to send system motion in the desired direction. As was also noticed in [73], the property of scaling which underlies the logarithmic quantizer is intrinsic not only to the control with quadratic Lyapunov functions, but also to any other control defining seminorms, and, consequently, the findings of this paper extend to the control by more general Lyapunov functions.

The result obtained was extended in [73] to provision of stability with the given decay index \( 0 < \alpha < 1 \) which manifests itself in the existence in the closed-loop system of a quadratic Lyapunov function \( V(x) \) satisfying \( V(x_{k+1}) < \alpha^2 V(x_k) \). It was demonstrated in [73] that the solution obtained is related with the well-known result on the design of linear quadratic-optimal controllers according to which the poles of the closed-loop optimal system coincide with the poles of the control plant if in the case of instability [74] the latter are stable and inverse to the poles of the control plant.

Consideration was also given to the problem of state estimation of plant (3.17) with the scalar output \( y_k = Cx_k. \) Without regard for quantization, the observer is described by the equation

\[
\hat{x}_{k+1} = A\hat{x}_k + Bu_k + L(C\hat{x}_k - y_k),
\]

where \( \hat{x}_k \in \mathbb{R}^n \) is the state estimate of the plant \( x_k \) and \( L \) is an \((n \times 1)\) matrix of the observer parameters.

It was shown that if one makes use of the logarithmic quantizer to which the residual signal of the estimate \( \varepsilon_k = C\hat{x}_k - y_k \) is fed instead of the measurement signal \( y_k, \) then the results established for the problem of stabilization are also applicable to this case. We recall that a similar structure of observer was recommended in [24, 55] for the problems of control with communication constraints. The corresponding equations of the observer are as follows:

\[
\hat{x}_{k+1} = A\hat{x}_k + Bu_k + Lh_E(\varepsilon_k),
\]

where \( h_E(\cdot) \) is the function of the logarithmic quantizer.

\footnote{This definition corresponds to the infinitely great density for the uniform quantizer and to the zero density for the quantizer with a finite number of levels.}
The equations of the quantizer in the state feedback and the observer with residual quantization lead naturally to the law of output stabilization.

The paper [73] also considered the problem of discrete control of the linear continuous plants

$$\dot{x}(t) = Fx(t) + Gu(t), \quad (3.22)$$

where $F$ and $G$ are, respectively, the $(n \times n)$ and $(n \times 1)$ matrices and $x(t) \in \mathbb{R}^n$ is the state vector. The sampling (time quantization) interval $T$ is assumed to be constant, the control $u(t)$ is regarded as piecewise-constant within the intervals bounded by the time instants $t_k = kT$, $k = 0, 1, \ldots$. Obviously, (3.17) is a discrete model of plant (3.22) for $A = e^{FT}$, $G = \int_0^T e^{A(T-\tau)}Bd\tau$. The problem of determining an optimal combination of the sampling interval and the quantizer ensuring stabilization of an unstable plant under least dense time sample and measurement quantization was formulated in [73]. The base $\rho$ of the optimal quantizer for the so-determined system (3.17) depends on the sampling interval $T$. The following result was established in [73]: the optimal sampling interval $T^*$ satisfies the equation

$$T^* \sum_{\text{Re} \lambda_i(F) > 0} \lambda_i(F) = \ln(1 + \sqrt{2}), \quad (3.23)$$

where $\lambda_i(F)$ are the eigenvalues of the matrix $F$ and the corresponding optimal logarithmic quantizer has the base

$$\rho^*(T^*) = \sqrt{2} - 1. \quad (3.24)$$

Expressions (3.23) and (3.24) establish availability of “universal”—within the framework of the discussed approach—plant-independent constants: the products of the optimal sampling interval by the sum of unstable plant poles and the base of the logarithmic quantizer.

The problem of using the quantizer with a finite number of levels (“finite quantizer” was also discussed in [73]. It was shown to bring about the practical stability. A finite $\rho$-logarithmic quantizer of the order $N$ with the set $\mathcal{U}_N = \{-u_0, -\rho u_0, \ldots, -\rho^{N-1}u_0, 0, \rho^{N-1}u_0, \ldots, pu_0, u_0\}$, where $0 < \rho < 1$, $u_0 \in \mathbb{R}$, was introduced. Following [75–77], the notion of quadratic stabilizability is relaxed to the practical quadratic stabilizability according to which it is admitted that the trajectories may converge to a limit cycle or a chaotic attractor in some equilibrium neighborhood. In more detail: (3.17) is called the semiglobally practically quadratically stabilizable system if there exists a quadratic Lyapunov function $V(x) = x^TPx$, $P = P^T > 0$, such that for any compact set $\mathcal{C}$ including the origin and any $\beta_s$ there exists a static controller in the state feedback $f(x)$ depending on $\mathcal{C}$ such that $V(x_{k+1}) < V(x_k)$ for all $x_k \in \mathcal{C} \setminus \Omega_s$ and $x_{k+1} \in \Omega_s$ each time as $x_k \in \Omega_s$, $\Omega_s \subset \mathcal{C}$, where $\Omega_s = \{x \in \mathcal{X} : V(x) \leq \beta_s\}$. It was shown in [73] that the stabilizable system (3.17) is practically quadratically semiglobally stabilizable by the finite $\rho$-logarithmic quantizer with an arbitrary $\rho < \rho^*$ and sufficiently great value of $N$. Relations for selection of the quantizer parameters $\rho$ and $N$ are given in [73].

The lower boundary of the density of the coarsest quantizer stabilizing quadratically the two-input linear discrete system was determined in [78, 79]. This result demonstrates to what extent the situation may be improved (in terms of reducing the quantization density) by using two inputs instead of one for quadratic stabilization of a system. It was also shown that the quantizer which is optimal in this sense is obtained as a generalization of the logarithmic optimal quantizer of [73] and is radial-logarithmic one.

The general equivalence between the system stabilization by the analog feedback controller, on the one hand, and the data transmission through a channel with feedback based on the method of [81, 82], on the other hand, was shown in [80]. It was also shown that the attainable rate of data
transmission which is expressed by the Bode’s sensitivity integral indicates to the basic limitations of the feedback control systems. This enables application of the control-theoretical methods at designing the data transmission systems.

By generalizing the findings of [73,84], a method of stabilization of the continuous linear systems with constant parameters via a limited-capacity communication channel was suggested in [83]. Availability of such a channel leads in the closed loop to signal sampling in time and level—the data having a limited number of bits are transmitted at discrete time instants. A method of determination of the upper boundary of the data transmission rate for stabilization of the system was proposed in [83]. In particular, solved is the problem of designing a discrete controller for quadratic stabilization of the system. Consideration was given to the static (memoryless) coders. The authors of [83] stress that quadratic stabilization is made possible also for the continuous-time processes, which guarantees the desired system behavior within the quantization intervals as well. In their opinion, the static coders may just make the trajectories to hit a limited neighborhood of the system origin, rather than to provide asymptotic stabilization.

4. FUNDAMENTAL BOUNDARIES OF THE DATA EXCHANGE RATES IN THE CONTROL AND OBSERVATION SYSTEMS

4.1. Mathematical Formulation of the Problem

Let us consider a plant following the mathematical model

\[ x(t + 1) = Ax(t) + Bu(t) + \xi(t), \quad x(0) = x_0; \]  \hspace{1cm} (4.1)

\[ y(t) = Cx(t) + \chi(t), \]  \hspace{1cm} (4.2)

where \( t = 0, 1, \ldots \) is time, \( x(t) \in \mathbb{R}^n \) is the plant state vector, \( u(t) \in \mathbb{R}^m \) is the control, \( y(t) \in \mathbb{R}^k \) is the vector of sensor readings, \( \xi(t) \in \mathbb{R}^n \) is the external action, \( \chi(t) \in \mathbb{R}^k \) is the sensor noise vector, and \( A, B, \) and \( C \) are the constant real matrices of corresponding dimensions. The initial state \( x_0 \) is unknown. The uncontrollable plant (4.1) is unstable (the matrix \( A \) has the eigenvalue \( \lambda \) with \( |\lambda| \geq 1 \)) and needs stabilization. We also consider the problem of constructing a reliable estimate \( \hat{x}(t) \) of the current state \( x(t) \) which is allied in terms of the methods of studying and the results. The estimate \( \hat{x}(t) \) is constructed in real time, that is, at the instant \( t \).

The sensor readings \( y(t) \) are transmitted to the stabilization/observation system through the memoryless discrete stationary communication channel (DSC) [85–88] which accepts for transmission the discrete signals (messages) \( e \) from the given finite set \( \mathcal{E} \), the channel’s input alphabet. Therefore, the sensor readings are pretransformed by the coder in a form suitable for transmission:

\[ e(t) = \mathcal{E}[t, y(0), \ldots, y(t)] \in \mathcal{E}. \]  \hspace{1cm} (4.3)

This leads inevitably to loss of data because the full description of the vector \( y(t) \) contains an infinite number of data bits. At transmission the message is distorted \( e \mapsto s \) and, possibly, lost. Here, \( s \) is an element of (finite) output alphabet \( \mathcal{S} \) of the communication channel. (The special element \( \varnothing \in \mathcal{S} \) denotes loss of message.) On the basis of the data \( s \) received by the current instant, the decoder-controller generates the control

\[ u(t) = \Pi[t, s(0), s(1), \ldots, s(t)], \]  \hspace{1cm} (4.4)

and the decoder-observer estimates the current state

\[ \hat{x}(t) = \mathcal{X}[t, s(0), s(1), \ldots, s(t)]. \]  \hspace{1cm} (4.5)
Explanation 4.1. In the problem of estimation, controller (4.4) is given; for the uncontrollable plant, \( \mathcal{U}[] = 0 \).

Both the decoder and coder are subject to construction. The stabilization system is made up of coder (4.3) and decoder-controller (4.4), and the observation system, of coder (4.3) and decoder-observer (4.5). Such system is called consistent if it enables attainment of the desired aim, that is, stabilizes the unstable plant (4.1) or estimates it reliably. The problem lies in determining the—desirably, necessary and sufficient—conditions under which this system can be constructed.

These conditions depend on the characteristics of the communication channel. The aforementioned popular model of such channel—the discrete memoryless channel—assumes that available are the statistical data about its operation in the form of the matrix of conditional probabilities

\[
W(s|e) = P[s(t) = s|e(t) = e].
\]  

(4.6)

Stated differently, \( W(s|e) \) is the probability of receiving the discrete signal \( s \) at the channel output, provided that sent was the signal \( e \).\(^5\) The sought-for conditions actually lie in describing the domain of stabilizability or observability in the space of parameters of both plant (4.1), (4.2) and channel:

\[
[A, B, C, \{W(s|e)\}_{e \in \mathcal{E}, s \in \mathcal{S}}].
\]  

(4.7)

Explanation 4.2. The discrete noiseless channel, that is, a channel \( \mathcal{E} = \mathcal{S}, s(t) = e(t) \); \( W(s|e) = 1 \) for \( s = e \) and \( W(s|e) = 0 \) for \( s \neq e \) not losing and distorting the messages, is a special case of DSC.\(^5\) Since the “physical nature” of the elements of \( e \) is unessential for the problems at hand, the part of collection (4.7) related with the channel comes to the number of elements \( |\mathcal{E}| \) of the channel alphabet.

4.2. Comments to the Mathematical Formulation of the Problem

1. For the stabilization problem, the above formulation implies the perfect control channel.\(^7\) In other words, it is assumed that the control channel has an unlimited capacity and immediately transmits messages without losses and distortions. This enables one to abstract from the details of transmission through this channel. Such situation may occur if the controller and actuator are combined in space.

2. In a more general formulation, the control channel is modeled explicitly as a memoryless DSC with the input \( \mathcal{E}_u = \{e_u\} \) and output \( \mathcal{S}_u = \{s_u\} \) alphabets and the matrix of transient probabilities \( \{W_u(\cdot|\cdot)\} \). If the coder of this channel is considered as part of the decoder-controller, the latter’s equation may be set down as

\[
e_u(t) = \mathcal{E}_u[t, s(0), s(1), \ldots, s(t)].
\]  

(4.8)

The actuator generates control following an equation like

\[
u(t) = \mathcal{U}_u[t, s_u(0), s_u(1), \ldots, s_u(t)].
\]  

(4.9)

The stabilization system is made up of the coder of sensor (4.3), decoder-controller (4.8), and decoder of actuator (4.9). The stabilizability domain is specified in the space of collections (4.7)

---

\(^5\) It is assumed that under the condition \( e(t) = e \) the channel output \( s \) is independent of noise in plant (4.1), (4.2), initial state \( x_0 \), and signal sent at other time instants \( \tau < t \).

\(^6\) Of the imperfections related with the channel, this model takes into consideration only the effect of data quantization, other traditionally accounted for effects being losses, distortions, and transmission delays.

\(^7\) That is to say, the communication channel between the controller and actuator in distinction to the observation channel transmitting the sensor readings to the controller.
complemented by the matrix \( \{W_u(\cdot, \cdot)\} \) of control channel parameters. This more general formulation sometimes comes to the preceding formulation (see comment 6 in Sec. 4.4).

3. A number of other extensions of the problem formulation such as the infinite-alphabet channels, delay channels, and nonstationary channels will be discussed in what follows. In particular, we will touch upon a situation where the sensor coder is informed about the result of the current transmission \( s(t) \) through the communication channel.

4. Unless the contrary is stated, (4.3)–(4.5), (4.8), (4.9) consider any nonanticipative transformations, which is useful for specifying the limits attainable as the result of unlimited increment of the computing resources. The real accessible resources can be sometimes reflected by constraining the choice of the right-hand side in (4.3)–(4.5), (4.8), (4.9) to the membership in a certain class. For example, it is only natural to consider sometimes only the stationary static coders of the sensor and decoders of the actuator: \( e(t) = \mathcal{E}[g(t)] \) in (4.3) and \( u(t) = \mathcal{U}_u[s_u(t)] \) in (4.9).

5. In some cases, stabilizability/observability in the classes of all nonanticipative and more realistic coders and decoders are equivalent (see comment 5 from Sec. 4.4).

6. The mathematical description of the aim of control/observation and some other details of the problem formulation are variable and discussed below.

7. In general terms, the control/observation system is consistent if the error of stabilization \( \|x(t)\|/\text{observation } \|x(t) - \bar{x}(t)\| \) with the passage of time remains bounded in a reasonable sense to be discussed below. For the noiseless model \( \xi(t) \equiv 0, \chi(t) \equiv 0 \), convergence to zero for \( t \to \infty \) is usually required.

8. Within the framework of the present discussion, in many cases the models obeying the ordinary differential equations are rearranged by standard methods [89] in a model based on the difference equation (4.1), (4.2).

### 4.3. General Comments to the Problem Formulation

The traditional approach to the problem lies in division of its “control” and “informational” aspects. At first, the researchers abstract away from the properties of the channel which is regarded as capable of transmitting an unlimited volume of information in time unit. As applied to the conditions for stabilizability, this leads, for example, to the well-known answer that the pair \((A, B)\) should be stabilizable and \((A, C)\), detectable. In practice, it is not the sensor output \( y(\theta) \) but the result of its transmission through the communication channel that is fed into the input of the stabilization system designed within the framework of this abstraction. Transmission requires quantization of the signal \( y(\theta) \), its coding, transmission proper, and decoding. The problem is treated here as the general communication problem solved using the general-purpose methods oriented to the abstract performance criteria for transmission. The factors dependent on discreteness of some components of the control loop are modeled typically as the components of the classical model, for example, the quantization errors as an additional sensor noise (see Sec. 2).

As was already noted, for a long time this, on the whole, traditional approach gave no ground for seeking an alternative. In the most general terms, this approach is quite appropriate if the communication and computation resources are “very extensive” as compared with the anticipated need or if there are no essential constraints on their choice and experimentation is possible, whereas the requirement on effective use of the resources is not topical.

The potential weak points of the discussed approach and the need for theoretical consideration of its applicability boundaries were formally highlighted in a number of theoretical studies. Even simple introduction of a quantizer in the feedback loop can chaotify the stable dynamics [12, 43, 44]
and, in a certain context, make inapplicable some classical definitions of stability [12,43,44,48,65].

This approach may lead to an essential loss of control performance: even if the optimal (for the classical problem formulation) control law is used and then the optimal method of quantization and coding is used for data transmission, the control performance may turn out to be much worse than that attainable in the class of the control systems like (4.3), (4.4) [91].

The idea of treating the “informational” part of the problem as a general problem of information transmission that must be solved using the “general-purpose” methods developed in the information theory was subjected to critical analysis in some publications ([4,48,65,92–100], and others). One of the reasons had to do with the adequacy to the problem of control of the traditional practice and theory of information coding which rely mostly on the concept of block coding. With the block code of length \( r \), the information selected at the instant \( t \) is coded as the chain \( (e_1, \ldots, e_r) \) of messages \( e_i \). These messages are transmitted one after another during the time interval \( [t : t + r - 1] \) of duration \( r \), and transmission of new data is impossible until the instant \( t + r \). If used in the feedback loop, this approach implies it is broken for the time \( r \), which in the presence of perturbations may result in unacceptable stabilization errors for longer \( r \). Reduction in the code length \( r \) may provide the same result because it is associated with higher probability of erroneous decoding [85, 87].

A need for compromise arises here. One of the possible approaches lies in modifying the classical formulations of the information transmission problem with regard for the ideas suggested by the control problems. Specimens of this kind can be found, for example, in [92, 99] and their reviews where consideration was given to the problem of successive optimal real-time quantization of the Markov stationary source and a “compromise” performance criterion was used. Another approach can be found in Sec. 4.1 where the “informational” part of the problem is not at all separated as an individual problem, and the resulting control performance is the single criterion.

With regard for the aforementioned circumstances and some theoretical facts [98, 101, 102], it is only natural to ask in what relation and to what extent the traditional methods of information coding are adequate to or optimal as applied to the problems of control. Is there need for new approaches or the problem yields to correct application of the well-known “general-purpose” methods? Projection of this question into the theoretical domain concerns, in particular, such basic channel characteristic as the Shannon capacity [85–88] which is equal to the maximal mean rate (in bits per time unit) with which information can be transmitted with an arbitrarily small error probability. (The error probability may be made arbitrarily small by an appropriate use of the block code of an adequate length.) At the same time, this capacity is equal to the maximal mutual information between the input and output of the communication channel:

\[
c = \max_{P(e)} I, \quad \text{where} \quad I := \sum e, s P(e \land s) \log_2 \frac{P(e \land s)}{P(e)P(s)}
\]  

(4.10)

and \( P(e \land s) := W(s|e)P(e), P(s) := \sum e P(e \land s) \), the maximum being taken over all probabilistic distributions on the channel input alphabet. For many standard problems considered by the classical information theory, the relevant properties of the channel are totally defined by its capacity \( c \). Does this situation exist for the problems of control? If no, then what new characteristics are required, and for which purposes and possibilities the Shannon capacity is responsible in this area?

---

9 It was shown in particular in [12] that even for an ideal measurement \( y(t) = x(t) \) and no noise both in the plant \( \xi(t) \equiv 0, \chi(t) \equiv 0 \), and the communication channel \( \mathcal{E} = \mathcal{S}, s(t) = e(t) \) the stabilization system (4.3), (4.4) with the dynamic decoder (4.4) and static stationary coder (4.3) \( e(t) = \mathcal{E}[x(t)] \) is incapable of ensuring the convergence \( x(t) \to 0 \) for \( t \to \infty \) from the standard definition of the asymptotic stability: there is no convergence for all initial states, except for the points of the set of zero Lebesgue norm.

9 The paper [91] considered an analog to the classical stochastic linear-quadratic problem of optimization with Gaussian noise in the class of the control systems like (4.3), (4.4) with static stationary decoders \( u(t) = \mathcal{U}[s(t)] \) in (4.4) and noiseless communication channel \( \mathcal{E} = \mathcal{S}, s(t) = e(t) \).
4.4. Basic Result in the Case of the Discrete Noiseless Communication Channel

This result finally took shape as a summary of some works that used formally different formulations and assumptions. At the same time, the results are essentially the same. We present and discuss a formulation of the basic result proceeding from the case of a noiseless channel and omitting some details that are considered in the following subsection where a review of publications is also given.

We consider the noiseless communication channel \( \mathcal{E} = \mathcal{S}, s(t) = e(t) \) whose capacity is equal to the logarithm of the number of elements of the channel alphabet:

\[
c = \log_2 |\mathcal{E}| \quad \text{(bits/time unit)}.
\]

In what follows, the control system (4.1), (4.2) is assumed to be stabilizable and detectable (in the traditional sense of the word).

The following consolidated formulation of the stabilizability/observability criterion indicates to the fundamental boundary of the data transmission rate for which the desired aim is attainable and omits some nuances explained in the following subsection.

**Theorem 2.** Let \( \lambda_1, \ldots, \lambda_n \in \mathbb{C} \) be the eigenvalues of the matrix \( A \) from (4.1) listed with regard for their algebraic multiplicity and

\[
\eta(A) := \sum_{j:|\lambda_j| \geq 1} \log_2 |\lambda_j|.
\]

The following assertions are true:

(i) for existence of coder (4.3) and decoder-controller (4.4) stabilizing the system, it is necessary that

\[
\eta(A) \leq c, \tag{4.13}
\]

and sufficient that

\[
\eta(A) < c; \tag{4.14}
\]

(ii) let the decoder-controller (4.4) be given. For existence of coder (4.3) and decoder-observer (4.5) generating a reliable estimate \( \hat{x}(t) \) of the state \( x(t) \), inequality (4.13) is necessary, and inequality (4.14) is sufficient.

As was already noted in comment 7 (Sec. 4.2), in most general terms the unstable system (4.1), (4.2) is regarded as stabilized and its state estimate, as reliable if the error of stabilization \( \text{err}(t) := \|x(t)\| \) (correspondingly, the error of estimation \( \text{err}(t) := \|x(t) - \hat{x}(t)\| \)) remains with time bounded and in the absence of noise \( \xi(t) \equiv 0, \chi(t) \equiv 0 \) tends to zero for \( t \to \infty \). The definitions met in the literature are variable and context-dependent; they are discussed in what follows.

**Comments.**

1. Condition (4.14) is obtained from (4.13) by replacing the nonstrict inequality by a strict one. In this sense, these conditions are allied and, therefore, necessary and almost sufficient for stabilizability and observability. We refer below to them as the **tight conditions**.

2. The strict inequality (4.14) is not only sufficient, but also necessary for plant stabilizability in stochastic noise in (4.1), (4.2) and for exponential [103,104] and asymptotic [105] stabilizability of a noiseless plant.
3. In (4.12) one can confine oneself to summation only over the strongly unstable eigenvalues \( \lambda_j : |\lambda_j| > 1 \).\(^{10}\) We also notice that

\[
\eta(A) = \log_2 |\det A|_{L_+},
\]

where \( L_+ \) is an unstable invariant subspace of the matrix \( A \), that is, an invariant subspace corresponding to the spectral set \( \sigma_+ := \{ \lambda_j : |\lambda_j| \geq 1 \} \), and \( A|_{L_+} \) is a contraction of the operator \( A \) to \( L_+ \).

4. Theorem 2 is true not only for the noiseless channel, but also for a diversity of its generalizations. Although for the generalized models of the channel the right-hand side \( \varepsilon \) of inequalities (4.13) and (4.14) is not necessarily defined according to (4.11), the general sense of \( \varepsilon \)—the mean number of information bits that can be transmitted through the channel in a time unit—remains the same.

5. By Theorem 2, inequality (4.13) is necessary for stabilizability and observability in the class of all nonanticipative coding and decoding algorithms. This class contains algorithms of computational complexity—defined by the memory volume, number of operations per time unit, and so on—growing unlimitedly in time. The majority of works substantiate the sufficiency of the strict inequality (4.14) by explicit construction of the stabilization/observation system of limited (algebraic) computational complexity.

6. Theorem 2 assumes formally that the nonidealities of the control channel are negligible (it is assumed, in particular, that the channel has an unlimited capacity) and in this connection it clearly is not modeled. Simple reasoning [96] enables one to extend this theorem to the case of the stabilization problem where both channels (of observation and control) are noiseless and have limited capacity. (In this case, the stabilization system obeys (4.3), (4.8) and (4.9).) Assertion (i) of Theorem 2 remains valid if the minimal capacity of the above two channels, \( \varepsilon = \min\{\log_2 |\mathcal{E}|, \log_2 |\mathcal{E}_u|\} \), is taken as \( \varepsilon \) in (4.13), (4.14).

**Discussion of Theorem 2 and the value \( \eta(A) \) from (4.12).** This value has the sense of the **entropy growth rate** (state uncertainty) of the open-loop system \( x(t+1) = Ax(t) \) measured in bits per time unit. More precisely, it is a question of the mean rate of increase of the information volume necessarily included in the description of the current system state with the given constant precision. Against this background Theorem 2 becomes very transparent: it is required for stabilizability/observability that the channel be capable of transmitting information at a rate enabling compensation of the growth in uncertainty about the current state of the system.

In more detail: if the necessary condition of Theorem 2 is violated, that is, \( \eta(A) > \varepsilon \), the communication channel cannot transmit information at a rate required to maintain any given precision of describing the system state. Therefore, with time the decoder’s idea of the plant’s current state is doomed to inevitable unlimited impairment, and, therefore, it is quite obvious that the decoder cannot stabilize the plant and construct a consistent estimate of the current state. If the sufficient condition \( \eta(A) < \varepsilon \) is satisfied, then the channel in principle can keep the decoder’s idea of the plant position within the limits of a bounded error. Additionally, in view of certain redundancy due to the strict inequality, there are grounds to figure on the possibility of reducing the error. Therefore, the conclusion that the plant can be stabilized and a consistent estimate constructed is not something unexpected.

Interpretation of \( \eta(A) \) may be justified proceeding from the notion of differential entropy of the random vector \( X \in \mathbb{R}^n \) with the probability density \( p_X(x) \):

\[
h(X) := -\mathbf{E} \log_2 p_X(X) = -\int_{\mathbb{R}^n} p_X(x) \log_2 p_X(x) \, dx. \tag{4.15}
\]

\(^{10}\) We assume throughout the paper that the sum over an empty set is equal to zero.
This entropy may be regarded as a measure of information required to describe the vector \( X \) with a given precision (against the background of a certain density). Description with the precision \( 2^{-b} \) requires approximately \( h(X) + nb + \log_2 \text{Vol} B^1 \) bits \([106]\). Here, \( \text{Vol} B^1 \) is the volume (Lebesgue measure) of the unit sphere \( B^1 \) in the space \( \mathbb{R}^n \).

Let the initial state \( x_0 \) be a random vector having probability distribution density and finite differential entropy. We assume for simplicity that the matrix \( A \) has no stable eigenvalues \( |\lambda_j| \geq 1 \ \forall j \). Elementary calculations (see, for example, \([97,107]\)) provide the following formulas justifying the above interpretation of \( \eta(A) \):

\[
h[x(t+1)] = h[x(t)] + \eta(A), \quad \text{where} \quad x(t+1) = Ax(t), \quad t = 0, 1, \ldots \quad (4.16)
\]

The above argument implies a probabilistic model of the plant and relies, if there are both unstable and stable eigenvalues, on the agreement to take into account only the unstable part of the system.\(^{11}\) An alternative approach appealing to the notion of entropy of the deterministic dynamic system that was formulated by Kolmogorov \([108,109]\) and later developed along several lines (see, for example, the reviews in \([110–112]\)) is less onerous in this respect. In particular, the metric Kolmogorov entropy was transformed in \([113]\) into a more general notion of the topological entropy. In \([114]\), this notion was adapted to the context of the problems of control through a limited-capacity communication channel, and the conditions for local stabilizability of the nonlinear plant were formulated in terms of this entropy. In \([115]\), a similar program was realized on the basis of the metric entropy in the form given to this notion in \([116]\), and the necessary and sufficient conditions for stabilizability (robust including) and observability of the nonlinear plant were established. The contribution of \([114,115]\) is discussed in Sec. 4.7 devoted to the nonlinear systems, and now we confine consideration to a fragment from \([115]\) illustrating the discussed value \( \eta(A) \).

Let us consider the nonlinear (uncontrollable) dynamic system

\[
x(t+1) = F[x(t), \omega(t)], \quad x(t) \in \mathcal{X}, \quad t = 0, 1, \ldots, \quad x(0) \in \mathcal{X}_0,
\]

(4.17)

where \( x(t) \in \mathbb{R}^n \) is the state, \( \omega(t) \in \Omega \) is the vector reflecting the dynamic system uncertainty, and \( \mathcal{X}_0 \subset \mathcal{X} \subset \mathbb{R}^n \) and \( \Omega \) are the given sets. These sets and the function \( F(\cdot) \) are known; the initial state \( x_0 \) and the vectors \( \omega(t) \) are unknown; the set \( \mathcal{X}_0 \) expresses the a priori information about the initial state. For \( k = 1, 2, \ldots \), we denote by \( \mathcal{X}_k \) the set of every possible\(^{12} \) processes \( [x(0), \ldots, x(k)] \) in system (4.17). This set expresses the a priori knowledge of the process. The set \( Q \subset \mathcal{X}_k \) is called the \((k, \epsilon)\)-network \( (\epsilon > 0) \) if any process \( x_a(\cdot) \in \mathcal{X}_k \) may be \( \epsilon \)-approximated by the process \( x_b(\cdot) \in Q \), that is, \( ||x_a(t) - x_b(t)|| < \epsilon \ \forall t = 0, \ldots, k \). The least cardinality (number of elements) of this set is denoted by \( q(k, \epsilon) \). If it is required to bring the precision of process description to \( \epsilon \) against the background of the a priori knowledge, then the question may be reduced to the description of the nearest element of the a priori computable set \( Q \) for what purpose \( \log_2 q(k, \epsilon) \) information bits are required. If the description itself is considered as a process over the time interval \( [0 : k] \), then \( (k+1)^{-1} \log_2 q(k, \epsilon) \) bits will be required on the average for a time step. For \( k \to \infty \) and \( \epsilon \to +0 \), the limit of this value was called in \([115]\) the topological entropy of system (4.17):

\[
H[F(\cdot, \cdot), \mathcal{X}_0, \mathcal{X}, \Omega] := \lim_{\epsilon \to 0} \limsup_{k \to \infty} \frac{1}{k+1} \log_2 [q(k, \epsilon)]. \quad (4.18)
\]

This limit indicates to the step-averaged increase in the volume of information necessarily contained in the description of the current process with the given precision. The required interpretation of

\(^{11}\) In the general case, \( h[x(t+1)] = h[x(t)] + \log_2 |\det A| \) and \( \log_2 |\det A| \neq \log_2 |\det A|_{L^1} = \eta(A) \) (we assume that \( \det A \neq 0 \)). However, by considering the spectral projector \( \pi_+ \) on \( L^1 \) and the “unstable part” \( x^+(t) := \pi_+ x(t) \) of the state vector, we obtain \( x^+(t+1) = A |L^1| x^+(t) \Rightarrow h[x^+(t+1)] = h[x^+(t)] + \eta(A) \).

\(^{12}\) That is, corresponding to every possible \( x(0) \in \mathcal{X}_0 \) and \( \omega(t) \in \Omega \) and satisfying the condition \( x(t) \in \mathcal{X} \ \forall t \in [0 : k] \).
\(\eta(A)\) relies on the following fact [115]: for an arbitrary matrix \(A\), compact set \(\mathcal{X}_0\) containing 0, and \(\mathcal{X} = \mathbb{R}^n\), the topological entropy of the linear system \(x_{t+1} = Ax_t\) is equal to \(\eta(A)\):

\[
H(A, \mathcal{X}_0, \mathbb{R}^n) = \eta(A).
\]

(4.19)

4.5. Details, Modifications, and Review of the Literature

The publications [48, 65, 117, 118] were the first to give a clear-cut definition of the fundamental boundaries of the data transmission rates in the problems of control and exercised an important influence on the further development of this area. We are going to characterize in more detail [65] which is interest, in particular, because the problem formulation studied there complements the formulations of many subsequent works. The problem lay in stabilization of the continuous-time unstable linear noiseless plant:

\[
\dot{x}(t) = Ax(t) + Bu(t), \quad t \in [0, \infty), \quad x(0) = x_0, \quad y(t) = Cx(t),
\]

(4.20)

where \(x(t) \in \mathbb{R}^n\) is the state, \(u(t) \in \mathbb{R}^m\) is the control, and \(y(t) \in \mathbb{R}^p\) is the measurement. The channels of observation and measurement transmit messages \(e\) selected from alphabets of identical size \(D\) without distortions and at the same rate: one message per time \(\delta > 0\). At the discrete time instants \(r_i\), the static coder \(c_i = h(y(r_i))\) transforms the current measurement into the sequence \(c_i = [e_1, \ldots, e_{l_i}]\) of messages of the length \(l_i = l(c_i)\) selected by the coder. At the instant \(r_i + \delta l(c_i)\), the full sequence \(c_i\) reaches the static decoder-controller which transforms its \(d_i = g(c_i)\) into the sequence \(d_i\) (possibly, of another length \(l(d_i)\)) sent through the control channel. At the instant \(r_{i+1} := r_i + \delta l(c_i) + \delta l(d_i)\), the transformed sequence reaches the static actuator and is used to change the control \(u(r_{i+1} + 0) := k(d_i)\). The instants \(r_i\) are not given in advance, and the prefix coding is used to recognize the end of transmission. By the stabilizability is meant the possibility of constructing a control system \(h(\cdot), g(\cdot), k(\cdot)\) maintaining the system trajectories within any predefined sphere centered at zero, provided that these trajectories begin quite near zero.\(^{13}\)

As was established in [65], the following system of inequalities must be satisfied for such system to exist:

\[
\sum_{i=0}^{\infty} D^{-m_i} \leq 1, \quad \sum_{i=0}^{\infty} D^{-n_i} \leq 1, \quad 1 \leq \sum_{i=0}^{\infty} \tau^{-m_i-n_i},
\]

where \(m_i := l(c_i)\), \(n_i := l(d_i)\) and \(\tau := |\det e^{tA}|\). (The two first conditions are related with the prefix coding and represent the well-known Kraft inequality [87].) If the sequences \(\{m_i\}\) and \(\{n_i\}\) have identical sets of elements, then from the above conditions it follows ([65, Corollary 1]) that

\[
\log_2 |\det e^{2\delta A}| \leq \log_2 D.
\]

(4.21)

With regard for the fact that the right-hand side is equal to the volume of information that can be transmitted from the sensor to the actuator through the available communication channels in time \(2\delta\) and the left-hand side shows to what extent the topological entropy of the open-loop system increases during this time,\(^{14}\) this inequality is similar to condition (4.13). The sufficient conditions of [48, 65] refer to a more specific situation and, generally speaking, are far from (4.21).

It was shown in [117, 118]—and in more detail in [15]—that for the scalar \(x = y\), \(u \in \mathbb{R}\) plant (4.1), (4.2) without noise \(\xi(t) \equiv 0, \chi(t) \equiv 0\) with a discrete time model, the nonstrict inequality

\(^{13}\) This property is referred to as containability.

\(^{14}\) More precisely, the entropy of the associated discrete system \(x(t_{i+1}) = e^{2\delta A}x(t_i)\), \(t_i := 2\delta i\), in the case where \(A\) has no stable eigenvalues.
(4.13) is necessary and sufficient for existence of the static coder (4.3) \(e(t) = \mathcal{C}(x(t))\) and decoder-controller \(u(t) = \mathcal{U}(e(t))\) ensuring local stability of the closed-loop system in the following—weaker as compared with [48,65]—sense: there exists in the system phase space a bounded set \(S\) and its nonempty open subset \(M \subset S\) such that the trajectories beginning in \(M\) do not leave \(S\).\(^{15}\) For the case of multidimensional linear plant with a real diagonalizable matrix \(A\), scalar control \(u \in \mathbb{R}\), and binary channel \(c = 1\), the sufficient conditions have been established as the strengthening \(n \max_j \log_2 |\lambda_j| < 1\) of inequality (4.14).

In the general case of the multidimensional linear plant, the precise conditions for stabilizability/observability through the noiseless bounded-capacity communication channels were established in various formulations in [28,51,96,97,99,104,119–122]. The landmark achievements of the series of works [28,51,96,97,104,120,121] in studying the problem of stabilization are presented in an extended form in [96,97,104]. For the problem of estimation, allied results are given in [51,120,121]. In what follows, we confine ourselves to the characteristic of the works on stabilization which are distinguished for the stochastic formulation of the problem: the initial state \(x_0\) from (4.1) is a random (not necessarily bounded) vector with a finite probabilistic moment; consideration is given to the moment stability. The scalar process of autoregressive moving average in the absence of noise and under special initial conditions (process zeroing at the instants preceding the experiment) was considered in [96]. The distribution of the initial state over a special one-dimensional space corresponds in model (4.1) to the last fact. Although having a similar sense, the established precise conditions for asymptotic stabilizability \(E\|x(t)\|^r \to 0\) for \(t \to \infty\) are not identical to (4.14). It is only natural to attribute this divergence to the fact that the constraint of the initial state by a one-dimensional subspace in fact makes the dynamics of the noiseless open-loop system one-dimensional and, therefore, (4.16) and (4.19) are subject to correction. The exponential stabilizability in the sense of reaching the exponential moment stability \(\sigma^{-t} E\|x(t)\|^r \to 0\) for \(t \to \infty\) for the general multidimensional noiseless plant (4.1), (4.2) \(\xi(t) \equiv 0, \chi(t) \equiv 0\) was considered in [104]. Here, \(r > 0\) and \(\sigma > 0\) are the given constants. The necessary and sufficient stabilizability conditions were established as

\[ \sum_j \log_2 \left| \frac{\lambda_j}{\sigma} \right| < c. \]

For \(\sigma = 1\), this inequality goes over to condition (4.14), and in the absolute value the changes of variables \(x(t) := \sigma^{-t}x(t), u(t) := \sigma^{-t}u(t), y(t) := \sigma^{-t}y(t)\) and parameters \(A := \sigma^{-1}A, B := \sigma^{-1}B\) are equivalent to this condition. The paper [97] established a fundamental theoretical fact that, under some natural technical assumptions, the quadratic stabilizability \(\sup_{t=0,1,2,...} E\|x(t)\|^2 < \infty\) of the general multidimensional plant (4.1), (4.2) with stochastic noise \(\xi(t), \chi(t)\) is equivalent to satisfying the strict in equality (4.14).

Deterministic formulations of the problem were considered in [99,122]. In particular, the initial state \(x_0\) is an unknown vector from the given open set \(\Lambda_0\). In the no-noise case \(\xi(t) \equiv 0, \chi(t) \equiv 0\), the stabilization/estimation system is regarded as consistent if the corresponding error \(\text{err}(t) := \|x(t)\|\) (correspondingly, \(\text{err}(t) := \|x(t) - \tilde{x}(t)\|\)) is (i) uniformly small for small initial states \(\lim_{x_0 \to 0} \sup_t \text{err}(t) = 0\) and (ii) tends with time to zero \(\lim_{t \to \infty} \sup_{x_0 : \|x_0\| \leq r} \text{err}(t) = 0\) \(\forall r > 0\). Consideration was given also to the case of a plant with bounded perturbation \(\sup_t \|\xi(t)\| < \infty\) and precise measurement \(\chi(t) \equiv 0\). In this case, it is required that the error be constrained by \(\sup_t \sup_{x_0 : \|x_0\| \leq r} \text{err}(t) < \infty\). The nonstrict inequality (4.13) was shown to be necessary both for stabilizability and observability of both the perturbed and nonperturbed plants. For the case of full measurement \(y(t) = x(t)\) and bounded set \(\Lambda_0\) (knowledge of the boundary or its estimate is unnecessary), sufficiency of the strict inequality (4.14) for stabilizability and observability was es-

\(^{15}\) In [15,117,118] this property is referred to as boundability.
established for the plants of both types. It was shown that in the case of uncontrollable \(u(t) \equiv 0\) unstable \((\exists j: |\lambda_j| > 1)\) noiseless plant \((4.1)\) \((\xi(t) \equiv 0)\) the observation system with static stationary coder \(c(t) = \mathcal{E}[y(t)]\) fails to provide observation error boundedness for \(|\mathcal{E}| < \infty\). The situation is different for the problem of stabilization. In the case of full and precise observation \(y(t) = x(t)\) and bounded uncertainty of the initial state \(\sup_{x_0 \in \mathcal{A}_0} \|x_0\| < \infty\), the noiseless plant can be stabilized using a static stationary coder, provided that the channel capacity is sufficiently high \([122]\).

Similar formulations were examined in \([119]\) where consideration was given, however, to the linear continuous-time plant \((4.20)\) without stable modes \((\Re \lambda_j \geq 0 \forall j)\). The control varies at the instants \(t_i, 0 = t_0 < t_1 < t_2 < \ldots, t_i \xrightarrow{i \to \infty} \infty;\) the step \(t_{i+1} - t_i\) is not constant and bounded by any requirements. During any interval \([t_i, t_{i+1}]\), one data bit is transmitted without distortions.\(^{16}\) As in \([99, 122]\), the initial state \(x_0\) is unknown and belongs to the bounded set \(\Lambda_0\) of a nonzero measure. It was shown that for existence of a dynamic coder and a decoder ensuring the uniform boundedness of the stabilization error, the following inequality should be satisfied:

\[
\frac{1}{\ln 2} \sum_j \lambda_j \leq \lim_{i \to \infty} \frac{i}{t_i}.
\]

(4.22)

In the case of diagonal matrix \(A\), this inequality is sufficient as well, and the change of \(\leq\) by \(<\) provides the sufficient condition for uniform asymptotic stabilizability \(\lim_{t \to \infty} \sup_{x_0 \in \mathcal{A}_0} \text{err}(t) = 0\). Its sufficiency was demonstrated also for a bounded-noise plant.

Condition (4.22) is similar in its sense to condition (4.13). Indeed, it is natural to interpret its left-hand part

\[
\frac{1}{\ln 2} \sum_j \lambda_j = \sum_j \log_2 |e^{\lambda_j}| \leq \frac{\text{const}}{\ln 2} H(e^A, \Lambda_0, \mathbb{R}^n)
\]

as the rate of growth of the entropy of the open-loop system \(\dot{x} = Ax\), whereas the right-hand part represents the mean capacity of the communication channel.

The case of nonstationary capacity available at the given step was also considered in \([97, 105, 122]\); at a discrete instant \(t\) the channel can transmit \(R(t)\) data bits immediately and without distortions. Then, in (4.13), (4.14) one must take the average channel capacity \(c := \lim_{T \to \infty} T^{-1} \sum_{t=0}^{T-1} R(t)\) as \(c\). In more detail: \([105]\) established the precise conditions for uniform asymptotic stabilizability \(\lim_{t \to \infty} \sup_{x_0: \|x_0\| \leq \tau} \text{err}(t) = 0\) in the form (4.13), (4.14) for the noiseless plant \(\xi(t) \equiv 0, \chi(t) \equiv 0\) with real diagonalizable matrix \(A\). The precise conditions for quadratic stabilizability \(\sup_{t} E\|x(t)\|^2 < \infty\) of the plant in noise and arbitrary matrix \(A\) were established in \([97]\), and \([122]\) established sufficiency of the strict inequality (4.14) for observability of the noiseless plant in the case of precise and full measurement \(y(t) = x(t)\).\(^{17}\)

In \([103]\) even a more general deterministic model of the communication channel was considered where not only possible oscillations of the channel capacity were taken into consideration, but the data transmission delays, losses, and distortions as well.\(^{18}\) The communication channel is regarded

---

\(^{16}\) By passing to the difference model describing the change of states \(x(t_i)\) at the instants \(t_i\), we obtain in distinction to \([99, 122]\) a model like (4.1), (4.2) with the nonstationary matrix \(A\) and the channel capacity \(c = c_i = (t_{i+1} - t_i)^{-1}\).

\(^{17}\) The channel properties were constrained in \([105, 122]\) by the existence of the limit \(\lim_{T \to \infty} T^{-1} \sum_{t=0}^{T-1} R(t)\). In the opinion of the present authors, the proposed proofs of the sufficient conditions used in fact an implicit insignificant strengthening of this property. The necessary stabilizability conditions were given in \([97]\) in terms of \(\lim \inf_{T \to \infty} T^{-1} \sum_{t=0}^{T-1} R(t)\).

For substantiation of the sufficient conditions, the channel alphabet was taken time periodic.

\(^{18}\) The last of the factors is allowed for in a limited volume: it is assumed that the measures to compensate it (for example, as the error correcting code) have already been taken and manifested themselves as a reduction in the actual mean channel capacity, that is, as a result the messages are either lost or transmitted without distortions.
as a device transmitting messages with delays and losses. Let \( b^+ (t_0, t_1) \) be the maximal possible amount of information (in bits) carried by the transmissions initiated and completed during the time interval \([t_0 : t_1]\). Let in turn \( b^- (t_0, t_1) \) be the amount of information that can be transmitted with assurance over this interval independently of the forming situation. The main requirement on the channel in [103] lies in stabilization of the mean values of these two values toward the common limit \( \lim_{t_1 - t_0 \to \infty} (t_1 - t_0)^{-1} b^+ (t_0, t_1) = \lim_{t_1 - t_0 \to \infty} (t_1 - t_0)^{-1} b^- (t_0, t_1) = c. \) The precise conditions for the exponential stabilizability of the noiseless plant were obtained in terms of this limit which has the sense of the mean channel capacity as (4.14). A number of examples of channels satisfying this requirement was presented in [103,123], and their mean capacity \( c \) was calculated. In particular, it was proved that the limited (including the nonstationary) time delays in data transmission do not affect the value of \( c \) and, therefore, the stabilizability conditions (4.13), (4.14).\(^\text{19}\)

A stochastic modification of the scalar plant (4.1) \( x, u \in \mathbb{R}, A = a, B = b \in \mathbb{R} \) without noise \( \xi (t) \equiv 0 \) with precise measurement \( y (t) = x (t) \) was considered in [124,125]: the coefficients of the equation from (4.1) are defined as \( a = a [z(t)], b = b [z(t)] \) by the current state \( z(t) \in \{ z_1, \ldots, z_k \} \) of the irreducible stationary Markov chain with a finite phase space and the transition probability matrix \( T = \{ F \} \). The initial state \( x_0 \) is a random variable; the current state of the chain \( z(t) \) is known to the coder and decoder. It was established that under certain technical assumptions such plant is asymptotically stabilizable in the \( \eta \)th moment \( E [x (t) | T] \to 0 \) for \( t \to \infty \) through the noiseless communication channel of capacity \( c \) if and only if \( c > \eta^{-1} \log_2 \rho (A^n T) \). Here, \( A \) is the diagonal matrix with the diagonal elements \( |a (z_1)|, \ldots, |a (z_k)| \) and \( \rho (\cdot) \) is the greatest nonnegative eigenvalue of the matrix, its existence being guaranteed by the Frobenius–Perron theorem [126, Ch. XIII, § 2].

Although not focusing on the main topic of this section, that is, the establishment of the precise boundary of the stabilizability/observability domain, the works [12,15,26,61,127–130] throw on it additional light illuminating the situation up to or within the nearest neighborhood of one of the sides. Some of them (for example, [26,127,130]) also made a recognized methodological contribution to this subject. On the whole, many of the aforementioned publications go outside the scope of the present section, and, therefore, we confine ourselves only to their corresponding part and consider some of them in what follows from another standpoint.

The sufficient conditions for global asymptotic stabilizability and observability were established in [26,127] for the noiseless plant \( \xi (t) \equiv 0, \chi (t) \equiv 0 \) and the noiseless channel. In certain cases, these conditions enter the boundary defined by (4.13), (4.14). For the plant with external perturbation, similar studies as applied to the strengthened stability allowing for the requirement of robustness in this perturbation\(^\text{20}\) were carried out in [128]. In [130], the sufficient stabilizability conditions were obtained, and an “asynchronous” stabilization scheme was proposed according to which message transmission through a communication channel and generation of controls are done with different frequencies.

Explanations pertinent to the case of scalar plant and static stationary coder and decoder \( e (t) = \mathcal{E} [y(t)], u (t) = \mathcal{U} [e (t)] \) and concerning the attainable forms of stabilization of the scalar noiseless

\(^{19}\)This does not contradict the well-known possibility of losing stability owing to the time delay introduced (for the given controller) in the feedback loop. Since it is a matter of stabilizability and not stability, changes in the properties of the channel (occurrence of delays, for example) implies changes in the problem conditions, which implies the possibility of changing the dynamic controller. The arguments of [103] show that if the strict inequality (4.14) is satisfied, then it is possible to design a control system stabilizing the plant in the presence of arbitrary and a priori unknown data transmission delays bounded from above by a certain constant. We also notice that the delays may have an adverse effect on the attainable stabilization performance.

\(^{20}\)The closed-loop system is regarded as stable if there are continuous, increasing, and unlimited functions \( \gamma_i : [0, \infty) \to [0, \infty), i = 1, 2, 3, \) such that \( \gamma_i (0) = 0, \| x (t) \| \leq \gamma_1 (\| x_0 \|) + \gamma_2 (\sup_{[t_0, t_1]} \| x(t) \|) \) and \( \limsup_{t \to \infty} \| x (t) \| \leq \gamma_3 (\limsup_{t \to \infty} \| d(t) \|) \). These inequalities must be satisfied for any trajectory, any time instant, and independently of the initial conditions. This definition is discussed in [131].
plant, including the approach of the system parameters to the boundary of the stabilizability domain [15], can be found in [12, 15, 117, 118, 129]. We omit the details and just notice that in this case the classical asymptotic stability $err(t) \to 0$ is not achievable because of the finiteness of the set of the controls used. Achievable is only its weakened counterpart: the trajectories starting in some bounded set $S$ tend to a smaller invariant subset $L \subset S$ characterized by chaotic dynamics. The findings of [15] indicate to the fact that at approaching the boundary of the stabilizability domain the sets $S$ and $L$ inevitably approach each other and chaotization extends to the entire “stabilized” part of the phase space $S$. More precisely, [15] analyzed situations on the boundary of the stabilizability domain in the case of precise measurement $y(t) = x(t)$, noiseless channel, and static stationary coder and decoder $e(t) = \mathcal{E}[y(t)]$, $u(t) = \mathcal{U}[e(t)]$ with connected sets of the level $\{y: \mathcal{E}[y] = e\}$, $e \in \mathcal{E}$. The aforementioned boundary situation means that inequality (4.13) is satisfied as equality. It was shown that the stabilizing system is defined uniquely (to within trivialities) by the maximal and minimal values of the controls used $u: \text{Vol} \{y: \mathcal{U}[\mathcal{E}(y)] = u\} \neq 0$, employs the uniform state quantization, and ensures invariance of the interval with the ends defined by and proportional to the aforementioned values, the trajectories being unbounded outside the interval. This interval is a minimal invariant set within which the dynamics of the closed-loop system is ergodic. We notice, that in less straitened circumstances, that is, far from the boundary, the uniform quantization is not generally an optimal choice [73, 92, 99]. For example, from a certain point of view preferable is the logarithmic scale [73].

For the linear stationary plant in Gaussian noise and a discrete noiseless communication channel, as well as for the stationary continuous channel with additive Gaussian noise, the constraints imposed by the finite channel capacity not only on the possibility of stabilization itself, but also on the attainable stabilization quality were considered in [61] for the case where it is possible. Simultaneously, consideration was given to the question of attainable quality of observation. The standard root-mean-square performance criteria were used. In the technical part, consideration was given to the previously raised question of the rate of growth in time of the volume of information required for permanent maintenance of the given rms precision $D$ of the description of the state of an open-loop linear system. At that, in contrast to the previously characterized asymptotic (in $D$) formulations of the question, the answer was obtained for the given $D$.

In the case of noise in plant (4.1), sufficiency of the established boundary of the stabilizability domain was substantiated in [97, 119, 122] for the case of certain characteristics of noise (uniform estimates [119, 122] or estimates of the probabilistic moments [97]). As was demonstrated in [132], this constraint is unessential because within the limits of the indicated boundary it is always possible to construct a “noise-universal” stabilization system which is independent of the noise parameters and provides a bounded error for any uniformly bounded noise. At that, the precision of stabilization depends on the level of noise. For a certain subdomain within the indicated boundary, a similar system providing stabilization robust to the external perturbation was proposed and studied [128].

4.6. Stochastic Communication Channel

4.6.1. Introductory remarks. The last subsection considered the case where the communication channel model allows only for the effects of quantization and delay at data transmission, the third traditionally accounted for factor, distortion at transmission being regarded as unessential. It is only natural to use such approach at the initial stage of theory development, but at the same time it contrasts with classical theory of information and communication where some fundamental results concern distortion at data transmission. At formulation of the control/observation problem, account for them seems an inevitable step in the development of the theory.
CONTROL AND ESTIMATION

The classical information theory traditionally treats the communication channel as a stochastic system described in the simplest memoryless case by the conditional probability of distribution of the channel output under the given input\textsuperscript{21} Determination of the channel capacity, that is, the amount of information that can be transmitted in a time unit, has the status of a problem to which the classical theory has more than one answer. The basic answer is represented by the Shannon channel capacity (4.10) which is equal to the maximal mean rate at which the information may be transmitted with an arbitrarily small error probability. Another characteristic, the zero error capacity $c_0$, is equal to the maximal mean rate at which the information may be transmitted with the zero error probability [133, 134]. There are other notions of channel capacity (see, for example, [135, 136]) intended for special cases and needs. Are these notions sufficient to enable one to judge the possibility of plant stabilization and reliable estimation of its state? If yes, then for what possibilities is responsible one or another notion? If no, then what new characteristics of the communication channel are required?

For the communication channel in noise, consideration of the possibilities following from the availability of the auxiliary feedback channel used to notify the coder about the results of transmission through the main channel is of traditional interest [85, 137, 138]. In the ideal case, the feedback channel transmits the exhaustive notification without distortions and delays, and then the coder equation (4.3) becomes as follows:

$$e(t) = \mathcal{E}[t, y(0), \ldots, y(t), s(0), \ldots, s(t - 1)] \in \mathcal{E}. \quad (4.23)$$

Availability of a perfect channel of information feedback enables the coder to be aware of the current events and the decoder's concepts, for example, by modeling it according to (4.4), (4.5). This affords ground to expect that the channel errors may be compensated. At the same time, the feedback under discussion does not allow one to increase the rate of information transmission through the main memoryless channel with an arbitrarily small error probability, that is, its Shannon capacity [49, 139]\textsuperscript{22}. At the same time, this feedback is capable of increasing the rate of error-free transmission [134], raising the so-called reliability function [142], and simplifying the information coding procedure [138]. This subject is discussed in detail in [138]. General discussion of the role of information feedback in the communication channels of control can be found in [24, 99, 122, 143, 144].

The perfect “backward” channel can model bilateral communication between the coder and decoder of the main channel, the power of the decoder signal being much higher than that of the coder, which enables one to disregard the errors of transmission through the backward channel. Communication between a satellite and the ground-based stationary autonomous underwater sensors and the base station exemplify such cases exemplify such situations. For the controlled systems, information transmission from the decoder to coder requires no special facilities (individual communication channel) because an arbitrary volume of information may be transmitted by the use of control actions on the plant [101, 102, 107, 143, 145–147].

As for the model of the stochastic communication channel, the works devoted to determination of the fundamental boundary of the data transmission rate in the stabilization/observation systems may be divided into two groups. The general model of the stochastic channel borrowed from the classical information theory was considered in [98, 101, 102, 107, 132, 143, 146–151]. The works [93, 143, 152–159] considered special cases of this model: [143, 152–154] considered the erasure channel, [93, 155, 156], the binary symmetric channel, and [157–159], the truncation channel losing a random number of the end bits in the $R$-bit packet.\textsuperscript{23} A model of the channel transmitting a random

\textsuperscript{21} In the case of finite input and output channel alphabets, by the matrix $W(\cdot|\cdot)$ of transition probabilities.

\textsuperscript{22} In the case of a channel with memory, such possibility, generally speaking, does exist [137, 140, 141].

\textsuperscript{23} The truncation channel is a generalization of the classical erasure channel.
number of information bits without errors which is close to the last case was studied in [160]. For
the reason alone that the channel model is stochastic, the process in the stabilization/observation
system is random and application of the probabilistic criteria such as stability with the probability
one (almost surely), moment stability, and stability in probability is appropriate. The results for
these three cases have individual distinctions and are considered separately below.

In this subsection we assume for simplicity that the problem of observation examines the un-
controllable plant $\Omega(\cdot) = 0$ of (4.4). Otherwise, one needs to discuss the nuances concerned with
presence or absence of the information feedback.

4.6.2. Stabilizability and Observability with the Probability One.

Noiseless plant. In (4.1), (4.2), $\xi(t) \equiv 0$, $\chi(t) \equiv 0$, and the initial state $x_0$ is a random vec-
tor independent of the communication channel. It is required to provide convergence to zero
$\operatorname{err}(t) \to 0$ for $t \to \infty$ of the error $\operatorname{err}(t) := \|x(t)\|$, correspondingly $\operatorname{err}(t) := \|x(t) - \bar{x}(t)\|$, of sta-
bilization/estimation with the probability one (almost surely).

In this case, Assertions (i) and (ii) of Theorem 2 retain their validity if $c$ in (4.13) (4.14) is the
Shannon capacity of the communication channel [107, 143, 147, 148].

The need for inequality (4.13) was established in [143] for the case of common channel with
aftereffect, coders (4.3) without an information feedback, assumption of finiteness of the diffe-
rential entropy of the initial state $x_0$. In this case, the channel is defined by the generally
speaking infinite input and output alphabets $\mathcal{V}, \mathcal{W}$ and system of conditional probabilistic distri-
butions $P(dw|v_0, \ldots, v_t, w_0, \ldots, w_{t-1})$, $t = 0, 1, 2, \ldots$ Here, $P(dw|v_0, \ldots, v_t, w_0, \ldots, w_{t-1})$ defines
the probability of getting the channel output $w_t$ at the instant $t$, provided that the signals $v_0, \ldots, v_t$
were sent at the instants $\theta = 0, 1, \ldots \ t$ and the signals $w_0, \ldots, w_{t-1}$ were previously received at the
instants $\theta = 0, 1, \ldots \ t - 1$, respectively. In (4.13), (4.14),

$$c := \lim_{T \to \infty} \frac{1}{T} c_T, \quad c_T := \max_{P(V_0^T)} I\left(V_0^T; W_0^T\right),$$

where $V_0^T = (v_0, \ldots, v_T)$, $W_0^T = (w_0, \ldots, w_T)$, $I(\cdot; \cdot)$ is the mutual information and maximiza-
tion is carried over all permissible probabilistic distributions on the set $\mathcal{V}^{T+1} = \{V_0^T\}$. 24 Suffi-
ciency of inequality (4.14) was proved in [143] only for a special stationary memoryless channel, that with
erasure and information feedback. This channel transmits the $R$-bit message without distortions
with the probability $1 - p$ and loses it with the complementary probability $p$, the losses being
time-independent and the coder notified about them. The Shannon capacity of this channel is
c $c = (1 - p)R$. A similar result was established in [154] for a stronger assumption of convergence to
the limit of the mean frequency in the erasure channel. This assumption makes the model of [154]
a special case of that considered in [103].

Both the necessary and sufficient parts of conditions (4.13), (4.14) were substantiated in [107,
147, 148] for the general case of the discrete stationary memoryless communication channel with
finite input and output alphabets. (The Shannon capacity of such channel follows (4.10).) The
need for inequality (4.13) was substantiated for an arbitrary initial state having the distribution
density and coders both with, (4.23), and without, (4.3), the information feedback. As the result,
it was shown that this relation exerts no appreciable effect on the domains of stabilizability and
observability of the noiseless plant. The need for the discussed inequality was substantiated for
weaker forms of stabilizability/observability. For example, inequality (4.13) is satisfied each time
as the time-mean error of stabilization/observation may be bounded with a nonzero probability

\[24\] All distributions are permissible in the case of the finite alphabet $\mathcal{V}$. In the case of the Gaussian
channel with

\[\[\]\] additive white noise ($\mathcal{V} = \mathcal{W} = \mathbb{R}^n$, $P(w_t|v_0', W_0^{-1})$ is the normal distribution
with the mean $v_t$ and the given covariance matrix $K$), permissible are the distributions satisfying the
constraint on the input power $E[\|v_t\|^2] \leq \rho \forall \theta = 0, \ldots, t$, where the constant $\rho$ is given.
Other cases are explained in [143].
\[ P \left[ \sup_T (T + 1)^{-1} \sum_{t=0}^T \text{err}(t) < \infty \right] > 0. \] The need for inequality \( c \leq \eta(A) \) highlights the fact that if it is violated, \( c > \eta(A) \), any algorithm of stabilization/observation diverges exponentially with the probability one, that is, \( \exists \alpha > 1: \lim_{t \to \infty} \alpha^{-t} \text{err}(t) = \infty \) almost surely and the probability of a substantial error is bounded from below by values independent of the choice of the stabilization/observation system:

\[
\lim_{t \to \infty} P \left[ \text{err}(t) \geq b(t) \right] \geq 1 - \frac{c}{\eta(A)},
\]

where \( b(t) > 0, \ t = 0, 1, \ldots, \) is an arbitrary sequence for which \( \frac{\log b(t)}{t} \to 0 \) for \( t \to \infty \). Additionally,

\[
P \left[ \text{err}(t) \geq b \right] \geq 1 - \frac{c}{\eta(A)} - \frac{1}{t} \times \frac{1 - h(x_0) + c + \frac{\nu}{2} \log_2 \left( 2\pi e \max \left\{ b^2, b_0^2 \right\} \right)}{\eta(A)} \quad \forall b > 0, \ t \geq 1.
\]

The last estimate is valid for plant (4.1) without stable modes \( |\lambda_j| \geq 1 \ \forall j \) if the initial state has finite differential entropy \( h(x_0) \) and is almost surely bounded by \( \|x_0\| \leq b_0 \). A similar inequality may be derived from Lemma 3.2 of [143].

Although sufficiency of the inequality \( c > \eta(A) \) for stabilizability/observability was substantiated in [107, 147, 148] for lack of an information feedback channel, some nuances of the problem of observation are related with such channel. In the absence of such feedback, it is possible to secure convergence to zero of the estimation error with an arbitrarily high probability. However, this is achieved at the expense of successive use of the block codes of variable and infinitely growing length, which requires unlimitedly growing memory resources and operating speed.\(^{25}\) This disadvantage is overcome by a perfect information feedback, that is, in the class of coders (4.23). In this case, if the inequality \( c > \eta(A) \) is satisfied, then it is possible to construct an observation system of bounded (algebraic) complexity based on a fixed-length block code and ensuring convergence to zero of the estimation error with the probability one. Such a system was described explicitly, except for the block code. The point is that suitable is any code transmitting data at a rate lower than the Shannon channel capacity with the error probability not greater than the desired one.

The classical information theory guarantees existence of such code. Construction of codes with characteristics close to the theoretically attainable boundary is a standard problem of the coding theory (see, for example, [161, 162]). Therefore, in the presence of the information feedback, the asymptotically precise estimation can be ensured with the probability one by a realistic observer of uniformly bounded algebraic complexity using the standard general-purpose algorithms of block coding of information for transmission through the communication channel.

This conclusion remains in force also for the problem of stabilization even in the absence of the information feedback channel. It was shown in [107, 147] as a preliminary result that a feedback channel with an arbitrarily small mean rate of information transmission suffices for construction of a stabilization system of bounded algebraic complexity based on the fixed-length block code and providing asymptotic stabilization of the plant \( x(t) \to 0 \) for \( t \to \infty \) with the probability one.\(^{26}\)

Then it was shown that this transmission requires no special facilities (communication channels) because the feedback can be established already in virtue of the fact that the decoder-controller affects the plant motion and the sensor observes this motion. As a result, the decoder-controller is capable of coding a message by imparting a certain distinction to the plant motion, and the sensor’s coder can receive the message and detect and decode this feature. Apart from [107, 147], various schemes of information transmission\(^{26}\) were suggested in [101, 102, 143, 146].\(^{27}\) In particular, it was

\(^{25}\) It deserves noting that the observation system generates an asymptotically precise estimate \( \lim_{t \to \infty} ||\hat{x}(t) - x(t)|| = 0 \) in real time, that is, the estimate \( \hat{x}(t) \) of the state \( x(t) \) at the instant \( t \) is generated precisely at this instant.

\(^{26}\) It suffices that the channel transmits without errors one bit in an arbitrarily long time.

\(^{27}\) Also in the presence of bounded noise in the plant.

\(^{27}\) We mean the schemes intended for servicing the stabilization/observation systems through a bounded-capacity communication channel. Outside this context, the idea of information transmission by means of the control actions...
shown in [146] that in this way an arbitrary volume of information can be transmitted in unit time if the plant noise is bounded and its estimates are known.

Obviously, caution must be exercised in using the discussed schemes of information transmission which are in potential contradiction with the main aim of control. For example, the best result of stabilization lies in maintaining the plant precisely in the desired position, whereas the transmission of information using the discussed method requires deviation from this position. The need for transmission of an arbitrarily small amount of information in a time unit that was noticed in [107, 147] indicates a path to a possible trade-off.

These results are in agreement with Sec. 4.4 because formula (4.11) used there gives the Shannon capacity of the noiseless communication channel. On the whole, these results imply that under the condition of negligible uncertainty either in the communication channel or the plant the majority of channels that are of practical importance are in principle capable of ensuring stability in the strong sense, that is, with the probability one.\textsuperscript{29}

\textbf{Plant in noise.} The last conclusion is replaced by its opposite in a more realistic situation where both the plant and communication channel are noisy. Against the background of the channel errors, arbitrarily (uniformly) small additive plant perturbations inevitably accumulate and sooner or later lead with the probability one to an arbitrarily great stabilization/observation error. This is true of any nonanticipative stabilization/observation system including that with the information feedback (4.23) and unlimited memory, as well as for the majority of channels that are of practical interest. However, there are channels enabling stability with the probability one. Ability of a noisy communication channel to ensure such stability is identical to its ability to transmit information with the zero error probability [151]. The capacity in the absence of noise serves as a numerical characteristic of this ability [134]. Unfortunately, it is equal to zero for many channels [133].

We specify the situation before going into detail. In (4.1) and (4.2), the noise sequences \(\{\xi(t)\}\) and \(\{\chi(t)\}\) are independent of each other; each is made up of mutually independent and identically distributed vectors, the noise distribution in the plant \(\xi(t)\) has density, the initial state \(x_0\) is a random noise-independent vector, the stochastic communication channel is independent of the control plant, that is, noise and the initial state. Noise is uniformly bounded \(P [\sup \|\xi(t)\| \leq D] = 1, P [\sup \|\chi(t)\| \leq D_{\chi}] = 1,\) where \(0 < D < \infty\) and \(0 \leq D_{\chi} < \infty\). It is required to make the stabilization/estimation error bounded with the probability one: \(P [\sup \text{err}(t) < \infty] = 1.\) In this case \textbf{Theorem 2 retains validity if} \(c = c_0\) in (4.13), (4.14) \textbf{is the communication channel capacity in the absence of noise}\textsuperscript{30} [151].

Moreover, if inequality (4.13) is violated, \(\eta(A) > c_0,\) then for any nonanticipative stabilization/estimation system \(\lim_{t \to \infty} \text{err}(t) = \infty\) with the probability one [151]. This is true for arbitrarily uniformly small perturbations of the plant \(D \approx 0\) even if there is no sensor noise, \(D_{\chi} = 0.\) Although there are nonzero-capacity communication channels, for many practically significant channels \(c_0 = 0\) [133, 138].\textsuperscript{31} An unstable linear plant \((\exists j: |\lambda_j| > 1)\) cannot be stabilized or observed through such channel with a bounded error and the probability one. If, on the contrary, inequality (4.14) is satisfied for \(c = c_0\), then it is possible to reach uniform boundedness of the error \(D_{\infty} < \infty: P [\sup \|\text{err}(t)\| \leq D_{\infty}] = 1\) (for bounded initial state) [166, §§ 7.7, 7.8].

For some channels, the information feedback enhances capacity in the absence of errors—\(c_{0F} > c_0\) [134], where the left and right sides represent the channel capacities with and without such

\textsuperscript{29} Because this majority has a nonzero Shannon capacity [138].

\textsuperscript{30} Brief information concerning this notion is given in Appendix 1.

\textsuperscript{31} Some examples can be found in Appendix 1.
feedback.\textsuperscript{32} The capacity $\epsilon := \epsilon_{0F}$ of a feedback channel always appears in the stabilizability conditions (4.13), (4.14). The causes of this fact were discussed above: it is always possible to transmit information from the decoder-controller to the sensor’s coder by means of the control actions on the plant. For the problem of observation of the state of an uncontrollable plant $\mathcal{U}(\cdot) \equiv 0$ in (4.4)), the situation is even simpler: the capacity without, $\epsilon_0$, or with, $\epsilon_{0F}$, the feedback channel appears in (4.13), (4.14) depending on whether it is indeed, that is, what relation—(4.3) or (4.23)—describes the coder. As the result, for the channels with $\epsilon_{0F} > \epsilon_0$ there exist linear plants which may be stabilized in the absence of a special information feedback channel, but cannot be observed in the open state with a bounded error.

The main result considered here was first established in \cite{152,153} for the erasure channel with both finite \cite{153} and infinite \cite{152} alphabets. This channel transmits message without distortion with the probability $1 - p$ and loses it with the probability $p \in (0,1)$, the losses being time-independent. In the absence of channel errors, its capacity is zero. Correspondingly, \cite{152,153} demonstrated that an unstable linear plant cannot be stabilized through such channel with the probability one or observed with a bounded error. In the case at hand, the roots of this fact are transparent: since the channel failures are time-independent, according to the law of large numbers an arbitrarily long sequence of continuous failures arises sooner or later with the probability one. During a corresponding time interval the control/observation channel is open, which in the environment of unpredictable external perturbations of the plant inevitably leads to a great stabilization/observation error. More complicated argumentation is required in the general case of a channel with an arbitrary form of data distortion at transmission \cite{151}.

A fact consonant to that discussed here was established in \cite{157,158} for a dedicated communication channel transmitting binary packages of a fixed nominal length and losing at that a random number of the end characters (truncation channel). Yet, in distinction to the plant examined here, in \cite{157,158} consideration was given to a linear noiseless plant $\xi(t) \equiv 0$, $\chi(t) \equiv 0$ and a strengthened uniform stability $\sup_0 \sup_{s_0} ||\text{err}(t)|| < \infty$, where the second sup is taken over the initial states from the unit sphere. It was shown that for stabilizability of the plant in this sense it is necessary that $r_{\min} > \eta(A)$. Here, $r_{\min}$ is the maximal number of bits that are not lost in any situation, that is, with the probability one. Since $r_{\min}$ is the capacity of the error-free transmission of the channel under consideration, this condition coincides with the stabilizability condition considered in this subsection. At the same time, there exists an essential difference due to the differences in the plant model and the concept of stability. We notice for illustration that the loss of uniform stability does not rule out the possibility of very low probability of realization of great stabilization errors. Moreover, namely this happens if the necessary condition $\eta(A) < r_{\min}$ from \cite{157,158} is violated, but $\eta(A)$ is still smaller than the Shannon capacity of the channel. Then, $\lim_{t \to \infty} \text{err}(t) = 0$ with the probability one for an appropriate stabilization system \cite{107}. As the result, the probability of uniform stabilization $P \left[ \sup_0 ||\text{err}(t)|| < d \right]$ in the sense of \cite{157,158} may be made arbitrarily close to one by selecting a sufficiently large $d$. The result of \cite{151} states that in this case for any nonanticipative stabilization system $\lim_{t \to \infty} ||\text{err}(t)|| = \infty$ with the probability one if arbitrarily small perturbations $\sup_t ||\xi(t)|| \leq \varepsilon \approx 0$ act (almost surely) on the plant.\textsuperscript{33}

Since it is impossible to ensure a bounded error of stabilization/estimate, the critical analysis may be focused on (i) the channel model or (ii) stability criterion. The first line of research to a certain extent is associated with a departure from the popular models of the classical information theory. Some examples can be found in \cite{167-169}. This subsection focuses further on reviewing the second line of research and considers the plant in noise.

\textsuperscript{32} That is to say, the result of transmission through the communication channel $s(t)$ becomes known to the coder by the instant $t + 1$ at starting the next transmission.

\textsuperscript{33} At that the noise $\xi(t)$ is distributed identically according to a certain density.
4.6.3. **Moment stabilizability and observability.** These notions imply that there exists a stabilization/observation system ensuring boundedness of the probabilistic moment of the error $\sup_t E|\text{err}(t)|^\eta < \infty$. In the classical “linear” theory, the choice of $\eta$ often is of no primary importance and is defined by the assumptions about noise and the initial state, as well as by the considerations of convenience. For example, in the problem of stabilization of system (4.1), (4.2) by the linear stationary controller $u = Ky$ in the quadratic summable noise and with the initial state $\sup_t E||\xi(t)||^2 < \infty$, $E||x_0||^2 < \infty$, it is only natural to require that $\sup_t E||\text{err}(t)||^2 < \infty$. Yet, a formally weaker requirement of $\sup_t E||\text{err}(t)||^\eta < \infty$, $\eta < 2$, may be advanced, but this will not change the set of solutions $\{K\}$.

In the problem of stabilization\textsuperscript{34} through the stochastic communication channel the index $\eta$ acquires the features of a numerical estimate of the attainable degree of stability, which manifests itself, for example, in that the linear plant with uniformly bounded—and, therefore, having bounded moments of any order—noise and initial state is stabilizable for some discrete channels in the $n$th moment only to some limiting value $\eta = \eta_\ast$ [98,101,102]. If channel or plant is changed, then $\eta_\ast$ changes as well. An increase in $\eta$ implies improved asymptotics of the decrease in probability of great deviations $||\text{err}|| > d$ with the increase of the tolerance level $d \to \infty$. Against the background of the law of large numbers, this allows one to expect that the inevitable—in virtue of the results of Sec. 4.6.2—large systematic stabilization errors occur rarely and in this sense the system is better stabilized. Therefore, the limiting value of $\eta_\ast$ may be interpreted as the characteristic of the attainable quality of stabilization. The domain of moment stabilizability in the space of plant and channel parameters depends on the moment index $\eta$ [98,101,102]. (Appendix 2 explains the facts presented in this paragraph by way of a simple example.)

In the case of a common discrete memoryless communication channel, precise conditions for the moment stabilizability/observability of the scalar plant were established in [98,101,102,170] in terms of a new parametric notion of the channel capacity christened the *anytime capacity* or $AT$-capacity.

**AT-capacity.** A special case of the problem of the unstable scalar plant ($|\lambda| > 1$)

$$x(t + 1) = \lambda x(t) + u(t) + \xi(t) \in \mathbb{R}; \quad x(0) = 0; \quad |\xi(t)| \leq D; \quad y(t) = x(t) \quad (4.24)$$

with a certain noise level $D$ (formulated in Sec. 4.1) was considered in [98,101,102,170]. The packets are transmitted from the coder to the decoder through a discrete stationary memoryless communication channel with the input, $\mathcal{E}$, and output, $\mathcal{S}$, alphabets and the matrix of transition probabilities $W(s|e)$, $s \in \mathcal{S}$, $e \in \mathcal{E}$. The model allows only for the randomness due to the channel, the perturbations $\xi(t)$ being regarded as deterministic. The plant is called the $\eta$-stabilizable/observable if there exists a stabilization/observation system for which $\sup_t E|\text{err}(t)|^\eta \leq \Phi < \infty$ for any perturbation $|\xi(t)| \leq D$.

According to [98,101,102,170], the $\eta$-stabilizability/observability is (almost) equivalent to the existence of a system of information transmission with certain features. This system and the properties are nontraditional. At the same time, such information system is “extractable” from any system $\eta$-stabilizing the plant. And vice versa, the plant can be $\eta$-stabilized with such information system.

The systems of information transmission through the communication channel that are considered in [98,101,102] usually consist of coder and decoder and are designed as follows:

- An $R$-bit packet $P(t)$ arrives to the coder input at each time instant $t = 0, 1, 2, \ldots$ from an external information source.

\textsuperscript{34} A similar situation exists in the problem of observation.
• The coder sends a message $e(t)$ through the channel at each time instant $t$. The message is generated on the basis of the entire information accessible to the coder.\textsuperscript{35}

• At each instant $t = 0, 1, 2, \ldots$ the decoder constructs the estimates $\hat{P}(\theta|t)$ of all previously sent packets $P(\theta)$, $\theta = 0, \ldots, t$, on the basis of the messages $s(0), \ldots, s(t)$ arriving through the channel.

Therefore, operation with this packet $P(\theta)$ continues infinitely $t \geq \theta$, and its current version is allowed to be reconsidered infinitely many times. This is the distinction of the given scheme from, for example, the block coding where operation with a packet is bounded by the time of processing the block which codes the packet and the resulting version is final.

The considered system attains the (uniform) level of reliability $\alpha > 0$ if the error of incorrect decoding of a fixed packet decreases $\alpha$-exponentially with time:

$$P[\exists \theta \leq \tau: \hat{P}(\theta|t) \neq P(\theta)] \leq K 2^{-\alpha(t-\tau)} \quad \forall t, \tau: \tau \leq t. \quad (4.25)$$

Here, the constant $K$ is independent of $t, \tau$ and $P(\theta)$. The supremum $C_{\text{any}}(\alpha)$ of the rates $R_0^a$ at which the information may be transmitted with the reliability level $\alpha$, was called in [98, 101, 102] the $\alpha AT$-capacity ($\alpha$-anytime capacity) of the channel. (If such transmission is impossible, then $C_{\text{any}}(\alpha) := 0$.)

Let us assume that there exists an information feedback. If plant (4.24) is $\eta$-stabilizable ($\eta > 0$), then $C_{\text{any}}(\eta \log_2 |\lambda|) \geq \log_2 |\lambda|$. Inversely, if this inequality is satisfied in the strengthened form $\exists \varepsilon > 0: C_{\text{any}}(\eta \log_2 |\lambda| + \varepsilon) > \log_2 |\lambda|$, then plant (4.24) is $\eta$-stabilizable [98, 101, 102].

Similar results were established in [98, 170] for the problem of observation. It was pointed out in [98, 101, 102] that the assumption of information feedback may be relaxed.

An information system reaching (in the limit) the necessary level of reliability $\eta \log_2 |\lambda|$ at the desired rate $\geq \log_2 |\lambda|$ is “contained” in a sense in any system $\eta$-stabilizing the plant, and the proofs given in [98, 101, 102] rely on its explicit “extraction.” By contrast, the proposed system $\eta$-stabilizing the plant makes direct use of the discussed nontraditional scheme of information transmission. Although construction of such scheme represents a nontraditional problem, its formulation is closer to the classical problems of the information transmission theory than the original problem of stabilization of the unstable plant. This gives promise that the methodological potentialities of the classical information theory could be adapted and used. Examples can be found in [98] where, for instance, an adapted classical method of random coding [171, 172] was used.

It is common knowledge [98, 170] that $c_0 \leq C_{\text{any}}(\alpha) \leq c$ and $C_{\text{any}}(\alpha) \rightarrow c$ for $\alpha \rightarrow +0$, where $c$ is the Shannon channel capacity and $c_0$ is its capacity in the absence of errors. The $AT$-capacity was calculated for the erasure channel\textsuperscript{37} transmitting $R$-bit packets, $C_{\text{any}}(\alpha) = \frac{R\alpha}{\alpha + \log_2(1-p)(1-2^{a_0}p)^{-1}}$ and the channel with additive white Gaussian noise and constraint on the power of input for which the $AT$-capacity is independent of the reliability level $\alpha$ and is equal to the Shannon capacity. The $AT$-capacity was also determined for some channels having combined features of the aforementioned two channels [173, 174] and the simplest channel with memory, the channel with additive white Gaussian noise, constraint on the input power, and Markov transition from one of the two possible states into the other (Gilbert–Elliott model) under information feedback embracing the

\textsuperscript{35} It includes $P(0), \ldots, P(t)$, and, in the case of information feedback, also $s(0), \ldots, s(t-1)$.

\textsuperscript{36} We recall that each packet $P(t)$ has $R$ bits. The extended definition of $AT$-capacity “operates” not only at the integer, but at the fractional rates $R$ as well. The so-defined capacity can take on any real values $c \geq 0$, but for brevity the corresponding details are omitted here.

\textsuperscript{37} It is described in Appendix 2. In the case of feedback, the expression for $AT$-capacity follows from the basic fact set forth in Appendix 2 and the main result of the present subsection.
channel state [175]. In the case of common discrete memoryless communication channel, the AT-capacity is related to the exponent of the error probability for the block codes $E(R)$ by the formula $C_{\text{any}}[E(R) \log_2 e] \geq R \log_2 e \forall R < c$ [98] which can be used for the estimate from below $C_{\text{any}}(\cdot)$ if the function $E(\cdot)$ is known.

In the general case, there is no formula for $C_{\text{any}}(\cdot)$, and the ideas of practical realization are bounded to the use of the classical method of random coding and imply that the coder and decoder have access to the common source of randomness. An increased complexity inherent to the random codes in the context under consideration is aggravated by the need for operating with infinite-length data arrays. By its definition, the proposed system of information transmission has computational complexity that grows infinitely in time: growing memory and the number of operations executed at time unit that are required to process an infinitely growing file of the estimates of the previously received packets. The possibilities for restricting complexity were not studied explicitly for the general case.\textsuperscript{40}

Constructive moment stabilization and estimation. The problem of estimating the state $x(t) \in \mathbb{R}$ of the unstable, $|\lambda| > 1$, and uncontrollable, $u(t) \equiv 0$, scalar linear plant (4.24) through a symmetrical binary communication channel was considered in [93,155,156]. This channel transmits without distortions with the probability $p \in (0,1)$ the one-bit packets $e(t) = 0,1$ and inverts them $s(t) = e(t) + 1 \mod 2$ with the complementary probability $1 - p$. The inversions are time-independent; the coder is notified about them. The proposed estimation algorithms are described explicitly in depth and make use of an auxiliary file whose length varies in time and is formally unconstrained. The conditions for the plant and channel parameters under which the algorithm provides bounded anticipated values of the error $E|x(t) - \hat{x}(t)|$ and length of the auxiliary file were established in [93].

Precise constructive conditions for moment stabilizability were obtained in [157–159] for the scalar plant and the truncation communication channel. The channel model was substantiated in [159] by the mobile radiocommunication applications. The $\pi$-bit packets $e = (b_1, \ldots, b_\pi)$, $b_i = 0,1$ are sent through the channel, a random number $r(t) \in [r_{\min}, r]$ of the first bits $s = (b_1, \ldots, b_{r(t)})$ reaches the addressee, the following bits being lost. The channel is stationary and memoryless: the values of $r(t)$ are independent and identically distributed. In (4.24), $\lambda = \lambda(t)[1 + z_a(t)]$ and $\xi(t) = d(t) + z_f(t)$. Here $z_a(t)$ and $d(t)$ are bounded random perturbations $|z_a(t)| \leq \bar{z}_a < 1$, $|d(t)| \leq \bar{d}$, the values of $\lambda(t)$ are mutually independent and identically distributed, and $\{z_f(t)\}$ is the output of the causal nonlinear operator with the input $\{x(t)\}$ which meets the condition $|z_f(t)| \leq \bar{z}_f \sup_{\theta = t - \rho, \ldots, t} |x(t)| \forall t$ with some $\bar{z}_f < 1$ and $0 \leq \rho \leq \infty$. The estimates $z_a, \bar{d}, \bar{z}_f$ and $\rho$ are known; at the instant $t$ the coder learns $x(t), \lambda(t)$ and $r(t - 1)$, which means that there exists an information feedback. Consideration is given to the moment robust stability meaning that $\sup_t E \sup_{x(0) \in [-\frac{1}{2}, \frac{1}{2}]} |x(t)|^\eta < \infty$, at that $E \sup_{x(0) \in [-\frac{1}{2}, \frac{1}{2}]} |x(t)|^\eta \to 0$ for $t \to \infty$ if $\bar{d} = \bar{z}_f = 0$, that is, there is no additive noise in plant (4.24). The stabilizability conditions were established under certain technical assumptions. In the case of $\bar{z}_a = \bar{d} = \bar{z}_f = 0$, that is, for the plant

\textsuperscript{38} We recall that $E(R) = \lim_{N \to \infty} -\frac{\ln p_{\text{best}}(N)}{N}$, where $p_{\text{best}}(N)$ is the best, that is, the least, probability of incorrect decoding at transmission of information at the rate $R$ that is reachable using the block codes of length $N$.

\textsuperscript{39} Similar, for example, to (4.10), that is, reducing calculation of the AT-capacity to the solution of a finite-dimensional extremal problem.

\textsuperscript{40} If (4.25) is satisfied, the packets eventually are decoded correctly, that is, $\forall \theta \exists t_\theta \geq \theta$: $P(\theta) = \hat{P}(\theta(t)) \forall t \geq t_\theta$ with the probability one, and the anticipated length $E_d(t)$ of the part of the estimate file that is liable to further corrections $d_t := \min\{d: \hat{P}(\theta(t)) = P(\theta) \forall \theta \leq t - d\}$ is bounded in $t$. Some considerations concerning recognition of $d_t$ by the decoder are set forth in [98] for the erasure channel defined in Appendix 2.
\[ x(t + 1) = \lambda(t)x(t) + u(t), \] these conditions are necessary and sufficient and come to the inequality

\[
E r(t) > E \log_2 |\lambda(t)| + \frac{1}{\eta} \log_2 \left[ E 2^{\eta|E r(t)|} \right] + \frac{1}{\eta} \log_2 \left[ E 2^{\eta|\log_2 |\lambda(t)|| - c} \right].
\] (4.26)

Sufficiency of the strengthened and augmented condition (4.26) was established for the general case. The robust stabilization system including the code for data transmission through the channel was described explicitly and has a uniformly bounded algebraic complexity. The necessary stabilizability conditions were extended to some multidimensional stochastic systems (4.1) without additive noise (\( A = A(t) \) in (4.1) is a random matrix with special properties).

### 4.6.4. Stabilizability and observability in probability

These properties imply that it is possible to ensure boundedness of the error of stabilization/estimation in probability: for any \( p \in (0, 1) \), there is a tolerance level \( B = B(p) > 0 \) observed at any time instant with the probability not less than \( p \): \( P[||\text{err}(t)|| < B] \geq p \forall t \). The definition is in keeping with the standard notion of convergence in probability and describes the weakest of the considered forms of stability.\(^{41}\) At the same time, this definition correctly separates the stable and unstable systems under the classical linear formulation of the problem [132, 149].\(^{42}\)

Assertions (i) and (ii) of Theorem 2 as applied to stabilizability and observability in probability retain their validity if \( \epsilon \) in (4.13), (4.14) is the Shannon capacity of the communication channel [98, 101, 102, 132, 149].

For the scalar linear plants (4.24) in noise that is uniformly bounded by a certain boundary, this fact was established in [98, 101, 102] within the framework of the aforementioned theory of \( \mathcal{A}T \)-capacity. It was also shown that, given a perfect information feedback in the channel, for existence of a stabilization system featuring \( P[||\text{err}(t)|| > B] \leq f(B) \forall t, B > 0 \), where \( f(\cdot) \) is the given function defining the desired rate of decrease of the probability of great error, it is necessary to satisfy for some \( K > 0 \) the inequality \( C_{g – any}(g) \geq \log_2 |\lambda| \), where \( g(d) := f(K|\lambda|^d) \). The value \( C_{g – any}(g) \) is defined similarly as \( C_{any}(\alpha) \) with replacement of the right-hand side of (4.25) by \( g(t - \tau) \). Inversely, if the above inequality is satisfied, then it is possible to construct a stabilization system for which \( P[||\text{err}(t)|| > B] \leq g(K + \log_2 |\lambda|) B \forall t, B > 0 \) for some \( K \). The above results rely on using the “anytime” coders and decoders defined as systems of indefinitely increasing computational complexity.\(^\text{43}\)

The general case of multidimensional noisy linear plant (4.1), (4.2) was considered in [132, 149]. The necessary stabilizability/observability condition (4.13) was established in the class of all nonanticipative coders and decoders. It was also shown that if the sufficient condition (4.14) is satisfied, then stabilization and reliable observation can be attained with a system of uniformly bounded algebraic computational complexity using the traditional procedures of block coding of information for transmission through the channel. Except for the code of data transmission through the channel, the corresponding systems were described explicitly. The point is that any code transmitting data at a rate not lower than the Shannon channel capacity with an error probability not higher than the desired one is suitable. The classical information theory guarantees that it exists; construction of codes with characteristics close to the theoretically attainable ones is the standard problem of the coding theory [161, 162]. In the case of perfect information feedback and unbounded noise, the proposed stabilizability/observation system is universal in the sense that it provides probability-bounded error under any noise having a finite and time-bounded probabilistic moment of a certain order, knowledge of the noise level estimate being unnecessary. It was shown

---

\(^{41}\) Error boundedness almost surely or in the sense of the probabilistic moment entails its boundedness in probability.

\(^{42}\) For instance, under natural technical assumptions the linear feedback \( u = Kx \) stabilizes plant (4.1) in probability if and only if the eigenvalues of the dynamic matrix \( A + BK \) of the closed-loop system lie on an open unit disk [132].

\(^{43}\) See the discussion in Sec. 4.6.3.
that in the case of a uniformly bounded noise with certain upper bound one can do without a special channel of the information feedback. In this case, stabilization is guaranteed only if the aforementioned boundary is observed.

4.7. Extension of Conditions (4.13) and (4.14) to the Nonlinear Systems

This generalization requires an analog of \( \eta(A) \) from (4.12). Its definition from (4.12) is fit only for the linear systems. At the same time, as was noticed in Sec. 4.4 when discussing Theorem 2, \( \eta(A) \) has the sense of the rate of growth of the entropy of the open-loop linear system. By departing from the previously developed concepts of the entropy of the nonlinear dynamic system\(^{44}\) and adapting them to the context of the problems of control and observation through the limited-capacity communication channel, counterparts of Theorem 2 were established in [114,115] for the general case of the nonlinear dynamic system.

The problem of estimating the state of the uncertain nonlinear system (4.17) was considered in [115]. Its topological entropy follows (4.18). It is assumed that the channel of data transmission from the sensor to the estimation system transmits immediately and without errors the \( b \)-bit packets \( h(jT) \) at the instants that are multiples of the given \( T > 0 \); the symbol \( \mathcal{C}_R \) denoting the class of all such channels with the data transmission rate \( b/T \leq R \). At the instants \( jT \) that are multiples of \( T \) the coder generates a packet \( h(jT) \) on the basis of observations \( x(0), x(1), \ldots, x(jT) \). On the basis of the received packets \( h(0 \cdot T), h(1 \cdot T), \ldots, h(j \cdot T) \), the decoder-observer constructs the state estimates \( \hat{x}(t) \) for \( t = (j - 1)T + 1, \ldots, jT \). System (4.17) is referred to as observable by channels of the class \( \mathcal{C}_R \) if for any \( \epsilon > 0 \) there is a channel (defined by \( b \) and \( T \)) of this class, as well as the coder and decoder-observer supporting estimation with a uniform precision \( \epsilon \):

\[
\|x(t) - \hat{x}(t)\|_\infty < \epsilon \quad \forall t = 1, 2, 3, \ldots
\] (4.27)

This relation must be satisfied for any solution of system (4.17). For observability in the above sense, satisfaction of the inequality \( H := H[F(\cdot, \cdot), X_0, X, \Omega] \leq R \) is necessary, and satisfaction of the inequality \( H < R \) [115] is sufficient. Here, \( H[F(\cdot, \cdot), X_0, X, \Omega] \) is defined in (4.18). It was established in [115] that \( H = 0 \) for the robust stable systems (4.17), \( H = \eta(A) \) for the linear systems, and also conditions were indicated under which inevitably \( H = \infty \). It was shown by making a start from this result that under natural technical assumptions the uncertain systems like

\[
x(t + 1) = [A + B\omega(t)]x(t) + b, \quad x(1) \in X_1
\] (4.28)

with the unstable matrix \( A \) (there is an eigenvalue \( \lambda \) with \( |\lambda| > 1 \)) for \( b = 0 \) and with an arbitrary matrix \( A \) for \( b \neq 0 \) are nonobservable. Here, \( \omega(t) \in \Omega \) is the matrix function of uncertain parameters, the sets \( X_1 \) and \( \Omega \) are defined, at that the former is compact and the latter is a neighborhood of zero. Additionally, the error of any estimation system is asymptotically infinite independently of the rate of data transmission through the channel \( R \): the supremum in \( t \) of the left-hand side of (4.27) is \( +\infty \). In the case of \( b = 0 \), stable matrix \( A \), and \( \Omega = \{\omega: \|\omega\| \leq \epsilon\} \), the uncertain system (4.28) is observable using a channel of an arbitrarily small capacity \( R \) at satisfaction of the discrete analog of the circular criterion

\[
\max_{z \in \mathbb{C}: |z| = 1} \|(zI - A)^{-1}B\| < \frac{1}{\epsilon}.
\]

Along the lines of the discussed approach, [176] established the sufficient conditions for robust observability/stabilizability of the system obeying the differential equations with certain linear part

\(^{44}\) For more detail see the discussion of Theorem 2 in Sec. 4.4.
nonlinearity satisfying the Lipschitz inequality with a certain constant. Robustness means that the system must immediately ensure observability/stabilization for all Lipschitzian nonlinearities with this constant. The sufficient conditions make reference to solvability of the pair of algebraic Lur’e–Riccati equations in the class of positive definite matrices and includes a requirement similar by implication to the condition $H < R$. Generalizations to the case of monotone nonlinearities were proposed in [178]. The results of [176] were complemented and developed for the problem of estimation in [179] where, in particular, more general classes of nonlinearities were studied.

The problem of stabilization of the nonlinear control plant

$$x(t + 1) = F[x(t), u(t)], \quad t = 0, 1, 2, \ldots$$

was studied in [114]. Here, the state $x(t)$ and control $u(t)$ are the elements of the topological space $\mathfrak{X}$ and set $U$, respectively; the function $F[\cdot, u]: \mathfrak{X} \to \mathfrak{X}$ is continuous for all $u$. The dependence of the right-hand side of Eq. (4.29) on the free parameter $u(t)$ prevents direct application of the standard definition of the topological entropy of the continuous map on the compact invariant set $K \subset \mathfrak{X}$ [110–113]. This problem is eliminated by feedbacking the system with subsequent infimization of the entropy of the closed-loop system with respect to the feasible feedbacks. The corresponding infimum which characterizes the original open-loop system was called the topological feedback entropy.

Two such allied constructions were proposed in [114]. Passing to the details, we dwell on the simpler one and the results based on it. We consider system (4.29) on the compact subset $K \subset \mathfrak{X}$ of the phase space $\mathfrak{X}$; the inside $K$ is nonempty. The subset is “potentially” invariant in the following sense: there exists a compact subset $K' \subset \text{int} K$ such that from any state $x_0 \in K$ in a single step one can get inside this subset $\exists u \in U: x_1 = F(x_0, u) \in \text{int} K'$. Consideration is given to the pairs $p = [\alpha, G]$, where $\alpha$ is the open covering of the set $K$, that is, the family of open subsets $A \subset \mathfrak{X}$ whose union includes $K$, and $G$ assigns to each element $A \in \alpha$ a sequence of controls $u_A(0), \ldots, u_A(\tau_p - 1) \in U$ of length $\tau_p$ which is different for different pairs $p$. We confine our field of vision only to those pairs $p$ for which the trajectory of system (4.29) generated by this sequence in one step gets inside some compact subset $K' \subset \text{int} K$ and is held there: $x(1), \ldots, x(\tau_p) \in \text{int} K'$. This must be satisfied for any initial state $x(0) \in A$ and any element $A$ of the covering $\alpha$ of which the set $K'$ is independent. (The described invariance of $K$ guarantees availability of such pairs.) For the given pair $p$, any sequence of the covering elements $A = \{A_0, \ldots, A_k\}$ generates the sequence of controls $\{u(t)\}_{t=0}^{\tau_p-1}$

$$\{u(t)\}_{t=i\tau_p}^{(i+1)\tau_p-1} := G(A_i), \quad i = 0, \ldots, k - 1,$n which in turn converts each initial state $x(0) = \pi$ into the trajectory $x_{\pi, A_0}(0), \ldots, x_{\pi, A_k}(k\tau_p)$. Let $B_{A, p}$ be the set of all initial states $\pi$ for which $x_{\pi, A, p}(i\tau_p) \in A_i, i = 0, \ldots, k$. The totality $\mathfrak{B}_{p, k}$ of all such sets corresponding to every possible sequence $A$ of the given length $k$ makes up an open covering $K$ [114] from which a finite subcovering can be extracted in view of compactness of $K$. We select a subcovering with the least number of elements and denote it by $\beta_{p, k}$. The topological entropy of system (4.29) on $K$ with regard for feedback is the value

$$h(F, K, U) := \inf_p \lim_{k \to \infty} \frac{\log_2 \beta_{p, k}}{k\tau_p},$$

where the limit exists [114]. It was shown that the inequality

$$R \geq \frac{1}{h(F, K, U)}$$

This condition is a special case of the sector constraint in the theory of absolute stability [177].
must be satisfied for existence of a control system providing invariance of the set $K$ and using a limited-capacity noiseless communication channel $R$ for data transmission from the sensor to the controller. The corresponding strict inequality suffices for existence of such system.

The characterized notion was used to analyze the local asymptotic system stabilizability in the neighborhood of equilibrium $x_*$. (In more exact terms, it is assumed that $x_* = F[x_*, u_*$ for some control $u_* \in U$.) Under additional technical assumptions including metrizability $\mathcal{X}$ and availability of a metric in $U$, introduced was the notion of the local topological entropy of system (4.29) at the point $(x_*, u_*)$ with regard for the feedback:

$$h(F, x_*, u_*) := \lim_{\delta \to 0} \lim_{\epsilon \to 0} h \left( F, B_{x_*}^\epsilon, B_{u_*}^\delta \right).$$

(4.30)

Here $B_z^r$ is a sphere of radius $r$ centered at $z$. It was shown that for the local asymptotic stabilizability the inequality $R \geq h(F, x_*, u_*)$ is necessary and $R > h(F, x_*, u_*)$, sufficient. In the case where $\mathcal{X}$ and $U$ are Euclidean spaces, the function $F$ is continuously differentiable, and the pair $[F_x'(x_*, u_*), F_u'(x_*, u_*)]$, where $F_x'$ and $F_u'$ are the matrices of the corresponding partial derivatives, is completely controllable, the local entropy (4.30) is equal to $\eta [F_x'(x_*, u_*)]$ from (4.12) [114].

5. STABILIZATION AND OBSERVATION THROUGH LIMITED-CAPACITY COMMUNICATION NETWORKS

Many of the existing control systems are realized as complexes of multiple spatially distributed sensors, controllers, and actuators exchanging data through a digital limited-capacity network. The last section considered the question of the fundamental boundaries of the data transmission rates for the simplest network consisting of one or two communication channels. In what follows, we consider a generalization to more complicated networks. The majority of the known results refer to the problem of stabilization.

The problem of centralized exponential stabilization of the multisensor noiseless linear system was considered in [103]. An individual limited-capacity communication channel is assigned to each sensor for transmission of data to the unique central controller; there are no channels for back transmission and data exchange between the sensors. The system state is, generally speaking, nondetectable in the classical sense from the readings of an individual sensor, but detectable from their totality. In fact, one faces the problem of merging the potentialities of individual sensors with the aim of plant stabilization in the conditions of constrained data transmission rate. The necessary and sufficient stabilizability condition were established, and the reachable degree of exponential stability was determined in the case where these conditions are satisfied.

More specifically, consideration was given to the linear controllable systems of the form

$$x(t + 1) = Ax(t) + Bu(t); \quad x(0) = x_0; \quad y_j(t) = C_jx(t), \quad j = 1, \ldots, k;$$

(5.1)

where $x(t) \in \mathbb{R}^n$ is the state, $u(t) \in \mathbb{R}^{n_u}$ is the control, $k$ is the number of sensors, $y_j(t) \in \mathbb{R}^{n_y,j}$ is the reading of the $j$th sensor, and the matrix $A$ has the eigenvalue $\lambda$ with $|\lambda| \geq 1$. A model of the communication channel allowing for the variations in its instantaneous capacity, delays, losses, and data distortions at transmission was discussed in Sec. 4.5. The main requirements is as follows: transmissions through the channel from the $j$th sensor initiated and completed during the time interval $[t_0 : t_1]$ carry at most $b_j^-(t_0, t_1)$ information bits, independently of the situation they enable one to transmit at least $b_j^+(t_0, t_1)$ bits, the mean values of these estimates stabilize about the common limit $\exists \lim_{t_1 - t_0 \to \infty} (t_1 - t_0)^{-1}b_j^+(t_0, t_1) =: c_j$.

At each time instant $t = 0, 1, \ldots$, the coder of the $j$th sensor generates a packet $e_j(t) \in \mathcal{E}_j$ sent to the controller through the communication channel:

$$e_j(t) = \mathcal{E}_j[t, y_j(0), \ldots, y_j(t)].$$

(5.2)
The decoder constructs the control $u(t) = \mathcal{U}[t, \mathcal{E}(t)]$ on the basis of the totality of the packets $\mathcal{E}(t)$ received through all channels by the instant $t$. The stabilization system made up by $k$ coders and the decoder stabilizes exponentially the plant with the index $\mu \in (0, 1)$ if $\|x(t)\| \leq K_x(d)\mu^t$, $\|u(t)\| \leq K_u(d)\mu^t \forall t \geq 0$ for $\|x_0\| \leq d$ and any $d > 0$.

The pair $(A, B)$ is regarded as stabilizable in the classical terms. Introduced are an unstable subspace $M_{\text{unst}}(A)$ of the matrix $A$, as well as the unobservable and nondetectable subspaces of the $j$th sensor:

$$L_j^{-\circ} := \{x \in \mathbb{R}^n : C_jA^\nu x = 0 \ \forall \nu \in [0 : n - 1]\}, \quad L_j^{-} := M_{\text{unst}}(A) \cap L_j^{-\circ}.$$

The stabilizability conditions have the form of a system of inequalities which in principle are numerable in terms of the sensor groups $J \subset [1 : k]$. The inequality depends on the group by means of the subspace nondetectable by this group $L(J) := \bigcap_{j \in J} L_j^{-}$. (For uniformity, we denote $L(\emptyset) := M_{\text{unst}}(A)$, where $\emptyset$ is an empty set.) Since different groups $J$ may generate a common subspace $L(J)$, it is advisable to numerate the inequalities directly by the elements of the set $\mathcal{L} = \{L = L(J) : J \subset [1 : k]\}$.

It was shown under an additional technical assumption that the exponential stabilizability of a plant (with some $\mu \in (0, 1)$) amounts to satisfying for all $L \in \mathcal{L}$ the inequality

$$\log_2 |\det A|_L| < \sum_{j \notin J(L)} c_j, \quad \text{where} \quad J(L) := \{j \in [1 : k] : C_jx = 0 \ \forall x \in L\}, \quad (5.3)$$

where $A|_L$ is the contraction of the operator $A$ to the invariant subspace $L$ and the sum is taken over the sensors that do not completely ignore $L$. If these inequalities are satisfied and the matrix $A$ has no stable eigenvalues, then the reachable degree $\mu^0$ of exponential stability (the infimum of the reachable $\mu$) is as follows:

$$\log_2 \mu^0 = \max_{L \in \mathcal{L}} \frac{1}{\dim L} \left( \log_2 |\det A|_L| - \sum_{j \notin J(L)} c_j \right), \quad (5.4)$$

An explicit formula for $\mu^0$ was determined also in the general case of a matrix with stable eigenvalues.

Centralized stabilization of the multisensor systems was also examined in [99] under the assumption that each sensor transmits its message to the controller immediately and without noise through the assigned limited-capacity communication channel and that the current control is known to the coders of all sensors. The argumentation implies that the system is reducible to the real-diagonal form so that the corresponding “modes” have simple relations with the sensors. This means that the “mode” either does not affect the sensor output or is uniquely defined from it. A stabilization system suggested by the analogies with the classical problem of coding data from dependent sources [180] was proposed in [99] where the conditions were established under which the system ensures stability. These conditions come to solvability of the system of linear inequalities in natural numbers having the sense of the number of the levels of quantization of individual modes. The

46 Stated differently, a situation like the two-dimensional system $x_1(t + 1) = \lambda x_1(t)$, $x_2(t + 1) = \lambda x_2(t)$ observed by three sensors $y_1 = x_1 + x_2$, $y_2 = x_2$, and $y_3 = x_1$ is inadmissible. Here, the second and third sensors are in simple relations with both “modes” $x_1$ and $x_2$, and the first is not: the “mode” $x_1$ affects the sensor reading $y_1$, but it is impossible to determine it from the readings of this sensor. At least one sensor has such “defect” for any linear change of the phase variables. We notice that for the argumentation of [99] it is of principal importance that the system be representable as an ensemble of independent linear subsystems whose states are simply related with the sensors. Reducibility to the real-diagonal form is less essential. A case where the assumption of simple relations of the sensors and modes is violated was considered in [103]. In this case, the design of the stabilizing controller becomes fundamentally more difficult.
discussed result was extended in [181] to the case where the messages of the sensors are transmitted to the controller through a fixed-topology noiseless communication channel.

The problem of decentralized stabilization of the linear real-diagonal unstable noiseless system with multiple sensors and actuators was considered in [182]:

\[ x(t+1) = \text{diag}(\eta_1, \ldots, \eta_n) x(t) + \sum_{i=1}^l B_i u_i(t), \quad y_j(t) = C_j x(t), \quad j \in [1 : k], \quad t = 0, 1, \ldots. \]

Here, \( u_i \) is the control action of the \( i \)th actuator and \( y_j \) is the reading of the \( j \)th sensor. The sensors are connected to the actuators by direct allocated communication channels of time-variable capacity: at the instant \( t \) the sensor \( j \) can transmit to the \( i \)th actuator a message selected from the given finite alphabet \( S_{j \rightarrow i}(t) \) immediately and without distortions. (\( |S_{j \rightarrow i}(t)| \equiv 1 \forall t \) corresponds to the lack of channel.) The averaged capacity of such channel is characterized by

\[ \xi_{j \rightarrow i} := \lim_{T \to \infty} \frac{1}{T} \sum_{t=0}^{T-1} \log_2 |S_{j \rightarrow i}(t)|. \]  \tag{5.5}

At the time instant \( t \) coder (5.2) of the \( j \)th sensor generates the collection \( e_j(t) = [e_{j \rightarrow 1}(t), \ldots, e_{j \rightarrow i}(t)] \) of the messages \( e_{j \rightarrow i}(t) \in S_{j \rightarrow i}(t) \) to all actuators. The decoder of the \( i \)th actuator generates control relying on all received messages \( u_i(t) = U_i[t, e_{\rightarrow i}(0), \ldots, e_{\rightarrow i}(t)], \) where \( e_{\rightarrow i}(\theta) := [e_{1 \rightarrow i}(\theta), \ldots, e_{k \rightarrow i}(\theta)] \). The decentralized stabilization system made up by all coders and decoders \( E_1[\cdot], \ldots, E_k[\cdot], U_1[\cdot], \ldots, U_l[\cdot] \) ensures uniform asymptotic stability if \( \sup_{x(t) \in d} \|x(t)\| \to 0 \) for \( t \to \infty \) for any \( d > 0 \). The necessary and sufficient (distant from them) conditions for uniform asymptotic stabilizability were determined with the assumption of \( \eta_{\alpha} \neq \eta_{\beta} \forall \alpha \neq \beta \), as well as observability and controllability of the original system by the entire totality of sensors and actuators. The necessary conditions lie in satisfying the inequality

\[ \sum_{h \in H} \log_2 |\eta_h| < \sum_{(i,j) : \text{ith actuator affects at least one variable } x_h} \xi_{j \rightarrow i} \]  \tag{5.6}

for any nonempty subset \( H \subset \{ h \in [1 : n] : |\eta_h| \geq 1 \} \) of the “unstable part of the spectrum” of the matrix \( A \). In the right-hand side the sum is taken over all \((i,j)\) for which the \( h \)th row of the matrix \( B_i \) is other than zero for some \( h \in H \). This sum has the sense of the summary capacity of all communication channels through which the data reach the actuators affecting the dynamics of the considered part of the state vector \( x_H := \{x_h\}_{h \in H} \). (Therefore, the channels that are knowingly useless for control of the vector \( x_H \) are disregarded.) The left-hand side of (5.6) contains the topological entropy (4.19) of the open-loop system describing the dynamics of \( x_H \). In the light of these observations, the need for (5.6) follows from (4.13) where the nonstrict inequality is replaced by the strict one on the basis of Comment 2 to Theorem 2.

The idea of neglecting in the right-hand side of (5.6) not only the channels to the actuators \( i \) that do not affect \( x_H \), but also the channels from the sensors \( j \) insensitive to \( x_H \), that is, such that the \( h \)th column of the matrix \( C_j \) is zero for all \( h \in H \), might seem natural. Namely this was done in condition (5.3) concerning the centralized stabilization. However, this idea is inapplicable to decentralized control. The point is that the sensor \( j \) that is insensitive to \( x_H \) may, nevertheless, receive indirectly the information about \( x_H \) by analyzing the impact on the accessible measurements of the actuators \( i \in I_{observing \ x_H} \) having “direct” access to \( x_H \), that is, connected by the communication channels to the sensors sensitive to \( x_H \). If the “social circle” of the \( j \)th sensor \( I_{j \rightarrow i} := \{i: \text{the communication channel between } j \text{ and } i \} \) includes the actuator \( i \), \( i \not\in I_{observing \ x_H} \), which is knowingly impossible in the case of centralized control, then transmission of the “indirect” information from the sensor \( j \) to the actuator \( i \) may make sense, especially if the actuators
Fig. 1. System with two sensors and two actuators.

\( i \in I_{\text{observing } x_H} \), although observing \( x_H \), cannot affect it, whereas the actuator \( i_s \), being deprived of the possibility of “direct observation” of \( x_H \), can do it. This aforementioned effect is iterable because by using the above method \( i_s \) can transmit the data to other actuators \( i_{ss} \).

The above considerations come to the already discussed phenomenon of information transmission by the controls, which means that, apart from the information transmission channels that are indicated explicitly in the problem formulation, the control system has “hidden” channels. Generally speaking, all communication channels may be important for decentralized stabilization and, therefore, the communication topology may turn out to be more complicated than it seems at first glance. A simple illustrative example is depicted in Fig. 1.

A system with two unstable “modes” \( x_1 \) and \( x_2 \) is observed by two sensors \( S1 \) and \( S2 \) and controlled by two actuators \( A1 \) and \( A2 \). The relations of observability and controllability are reflected by the dashed lines. The solid lines show the “evident” communication channels. Therefore, the actuator \( Ai \) controls the mode \( x_i \), but has no “direct” information about it. At the same time, if the dashed arrows are interpreted as data transmission channels, then \( A2 \) may receive data about \( x_2 \) along the route \( a \to b \to c \to d \to e \) where both “explicit” channels are used. Similarly, \( A1 \) can get information about \( x_1 \). As a result, if the “explicit” channels have capacity sufficient for simultaneous transmission of the necessary data flows \( x_1 \to A1 \) and \( x_2 \to A2 \), then the system under study can be stabilized [166, Ch. 9].

Constructive schemes of using controls for information transmission in the problems of decentralized network stabilization of the linear systems under bounded communication channel capacity were proposed in [166, Ch. 9].

The authors of [182] consciously disregarded the information transfer by controls. As the result, the sufficient stabilizability conditions established in [182] are far from the necessary ones. These sufficient conditions lie in solvability of the following system of linear inequalities with respect to \( p_{h, i, j} \geq 0 \):

\[
\sum_{(i, j) : \text{\( i \)th actuator affects } x_h} p_{h, i, j} > \log_2 |\eta_h| \quad \forall h : |\eta_h| \geq 1, \tag{5.7}
\]

\[
\sum_{h : \text{\( i \)th actuator affects } x_h} p_{h, i, j} < \xi_{j \to i} \quad \forall (i, j).
\]

Here, \( \xi_{j \to i} \) is defined according to (5.5), and \( p_{h, i, j} \) has the sense of the mean information transmission rate \( x_h \) through the communication channel \( j \to i \).

As was already noted, in the general case the necessary (5.6) and sufficient (5.7) conditions are not allied. Nevertheless, in a special case where each actuator affects all unstable “modes” \( x_h : |\eta_h| \geq 1 \) and each sensor is sensitive to all such “modes” [182], these conditions are close to each other.

The general case of the decentralized network control system of a linear process was considered in [166, Ch. 9]. It was assumed that the network consists of the elements exchanging data and endowed by the computational facilities used for transformation of the input data flows into the outgoing flows. Some of the elements (sensors) measure directly the parameters of the external process, and the other elements (actuators) directly affect the process. The rest of the elements operate as repeaters and intermediate processors (controllers) participating in the decentralized
manner in the distributed transformation of the sensor signals in the control actions on the unstable process. By an appropriate design of the data processing algorithms for all elements, it is required to achieve stability of the closed-loop system consisting of an external (for the network) process and elements interacting through the communication network.

The network is assumed to be defined, that is, it is indicated from what elements, at what rates\textsuperscript{47} and how the information may be transmitted. The message transmitted through the network may be delayed, lost, and distorted, in particular, because of mutual collisions.\textsuperscript{48} The communication topology is of arbitrary nature and may be varied dynamically by the authorized elements. The situation where the communication channel of two network elements (channel subscribers) is switched to service another pair of subscribers offers a simplest example. The decision about switching is made by a special element (channel supervisor) on the basis of information available. Part of the considered problem of stabilization is represented by construction of the corresponding algorithm (protocol).

The system of algorithms for data processing by the controllers is selected from the class defined a priori in the problem formulation. It allows one, for example, to reflect the possibilities of the digital processors servicing the controllers: constraints on memory, rate, nomenclature of operations, and so on. In turn, this class is not constrained by any requirements and is arbitrary in this sense. In particular, a situation may occur where for the given controller this class offers a single data processing algorithm, that is, it is not improbable that in the network some controllers are defined a priori. An example is offered by a network having an element in the form of a memory unit serviced according to a predefined protocol. Another example is given by the network with switchable channel and given switching protocol. At the same time, such a restriction is not imposed on the selection of the data processing algorithms by the sensors and actuators.

An external (to the network) unstable process obeys a linear difference equation; there is bounded noise in the plant and sensor. Conditions under which the process can be stabilized, that is, for the network elements one can select some admissible data processing algorithms such that the closed-loop system is stable, were established in [166, Ch. 9]. A constructive description of these stabilizing algorithms was given for the case where these condition are satisfied.

In more precise terms, the problem of stabilization was reduced to the traditional problem of data transmission in the multiterminal information networks as formulated in the following standard terms. At the given points of the network there are $N$ sources of information for each of which the information destination is indicated. Since consideration is given to the deterministic model of the network, a nonrandomized criterion for quality of transmission is used: after decoding at the destination point, the received packet should agree with the sent one within the probability one. The conditions for stabilizability are given in terms of the domain $\mathcal{R}$ of all collections $(r_1, r_2, \ldots, r_N)$ of the rates $r_i$ at which the data may be transmitted from the $i$th source to the corresponding destination simultaneously for all $i = 1, \ldots, N$ (under the existing constraints on the admissible algorithms of data processing at the network elements). The aforementioned conditions are precise: for process stabilizability, it is necessary and sufficient that a certain vector characterizing the degree of instability of the external process belong to the domain $\mathcal{R}$ and its interior, respectively. Design of the stabilization system was reduced to construction of a system for data transmission at the rates $(r_1, r_2, \ldots, r_N)$ corresponding to the components of this vector.

It is important to emphasize that the mentioned above domain $\mathcal{R}$ is not associated with the network from the formulation of the stabilization problem, but with its modification which lies in introducing into the network additional vertices (elements) and unlimited-capacity communication channels. The additional elements and channels are “dummies,” and the modification itself is a

\textsuperscript{47} In the network there may be channels of both finite and infinite capacity.

\textsuperscript{48} The deterministic model was used to allow for these effects.
computational trick. Channels of three types are added. Those of the first type transmit data from each actuator to all sensors capable of detecting its actions. These channels express explicitly the aforementioned possibility of transmitting information by means of the control actions on the plant. (In the situation of Fig. 1, there are two such channels represented by the upper and lower pairs of the dashed arrows.) The channels of the second type transmit data from the “dummy” sources of information associated with the unstable “modes” of the external process; an additional “dummy” vertex is introduced into the network to “allocate” each source. The channel outgoing from this vertex is broadcasting data simultaneously to all sensors capable to observe the corresponding “mode.” Finally, the channels of the third type have multiple users, real alphabet, and additive interference of the transmitted signals. Each of these channels transmits data to an additional “dummy” vertex, the data reception point in the modified network. These vertices are also related one-to-one to the unstable “modes” of the external process (and at that they are distinct from the similar vertices associated with the second-type channels). The “users” of the channel leading to the given “mode” are represented by all actuators capable to exert influence on it. The discussed domain \( \mathcal{R} \) answers the question of the rates at which it is possible to transmit data simultaneously along the modified network from each of the “dummy” sources of information to the data reception point associated with the same unstable “mode” as the source. At that, the modified network is considered isolated from the external process that must be stabilized.

6. ALLOWANCE FOR INFORMATION CONSTRAINTS—NONLINEAR SYSTEMS

The problem of stabilization of the nonlinear affine systems with scalar control and feedback quantization was examined in [183]. Consideration was given to the following control plants:

\[
\dot{x} = f(x) + g(x)u, \quad f(0) = 0, \tag{6.1}
\]

where the functions \( f \) and \( g \) belong to the class \( \mathcal{C}^1 \), \( x \in X \subseteq \mathbb{R}^n \), \( u \in U \subseteq \mathbb{R} \).

The stabilizing and robust stabilizing quantizers are designed for system (6.1) using the method of Lyapunov functions. The problem is solved with the use of the logarithmic quantizer. Application of the proposed schemes of quantization to the control of motion trajectories of the one-wheeled transportation vehicles was described.

The problem of asymptotic output-stabilization of the nonlinear systems represented in the Lur’e form with nondecreasing nonlinearities and bounded communication channel capacity was considered in [178]. The channel errors and delays, external disturbances, and measurement imprecisions are disregarded. The observer of [184] was used to estimate the plant state. The coder and decoder use the vector of corrections of the state estimate that is transmitted at the discrete time instants through the communication channel. The methods of the theory of absolute stability [66, 177] (frequency theorem, Popov criterion) and the apparatus of linear matrix inequalities are used to substantiate the result. The coder scaling coefficient is calculated from recurrent relations. It was shown that for a sufficiently high communication channel capacity it is possible to select the parameters of the coder and decoder that ensure global asymptotic stability of the closed-loop system.

The problems of stabilization of the nonlinear systems under information constraints about the given point were discussed also in [114, 127, 185–189], but the result of [114] is of local nature, and [127, 185–189] consider only the problem of stabilization of the system equilibrium state. They cannot be applied directly to the problems of synchronization where its is required to ensure convergence of the trajectories to some set (manifold) in the system state space and not to a given point. The first findings on synchronization of the nonlinear systems under constraints on the data transmission rate were made in [190, 191] where the so-called observer-based synchronization was considered (see [192–199]). Consideration was given to the class of first-order coders with
time-exponential scaling. The method of synchronization used in [190,191] leads to an inversely proportional dependence of the limiting synchronization error on the rate of data transmission through the communication channel.

The paper [200] is devoted to the problem of controlled synchronization through a limited-capacity communication channel. In distinction to [190,191], it considers controlled synchronization of the nonlinear systems with output feedback where the control signal is calculated on the basis of measurements of the error signal between the master and slave systems transmitted through the communication channel. The control law is designed using the passification theorem [196,197,201,202]. For the ideal case of no perturbations, noise, and distortions in the communication channel, it was shown that the synchronization error can be made to tend asymptotically to zero if the rate of data transmission through the channel exceeds some threshold value. Comparison of the considered hybrid (continuous-discrete) system with an auxiliary continuous system (the so-called continuous model) featuring the desired properties of stability and passivity is the key method used in [200] to study the controlled synchronization. This approach was methodically developed in the 1970’s under the name of the “method of continuous models” [203,204].

The problem of synchronization for the class of the nonlinear systems under parameter uncertainty and bounded rate of information transmission through the communication channel between the master and slave systems was investigated in [190,191,196,205–211]. Proposed was a method of adaptive synchronization on the basis of adaptive observers and nonstationary coders with memory. For the adaptive synchronization systems, Chao obtained numerical characteristics of the synchronization process under different loadings of the communication channel and demonstrated the possibility of using the results obtained for information transmission by modulation of the chaotic signal. The results were extended in [211,212] to the problem of synchronization of the nonlinear systems through the communication networks with the “tree” topological structure.

A hybrid control system (equilibrium stabilization system) comprising a continuous (affine in control) nonlinear plant and a discrete linear dynamic controller was examined in [213]. The controller output (control action) is quantized. The control plant is defined by the state equations:

\[
\dot{x}(t) = f(x(t)) + K\bar{u}(t),
\]

\[
\bar{u}(t) = \bar{u}_k, \quad t \in [k,k+1), \quad k = 0,1, \ldots,
\]

(6.2)

where \(x(t) \in \mathbb{R}^n\) is the state vector, \(\bar{u}(t) \in \mathbb{R}^m\) is the control signal received by fixing over the interval of discreteness \(T = 1\) the output of the quantizer to whose input the control \(u_k\) generated by the discrete controller arrives. The function \(f(x) \in \mathbb{R}^n\) in (6.2) is assumed to be continuously differentiable, \(f(0) = 0\). The results obtained are similar to those of the method of continuous models [203,204]. Namely, as was established in [213], the uniform asymptotic stability of the equilibrium of the discrete system follows from the exponential stability of its idealized linearized model. It was shown that if the equilibrium (trivial solution) of the linearized system without quantization (“idealized system”) is asymptotically stable, then in the case of quantization the solutions are uniformly ultimately bounded, the size of the limit set may be made arbitrarily small by reducing the quantization step. It was also shown that by reducing the quantization step one can reach asymptotically an arbitrarily small deviation between the trajectories of the idealized system and that with quantization. It was also noted that the methodology used in the proof is applicable to more general cases such as the systems with nonlinear discrete controllers, systems with nonlinear measurements of the plant output, and so on.

7. SOME OTHER FORMULATIONS OF AND APPROACHES TO THE PROBLEMS

As was noticed in the paper [214] devoted to the control of microengines through the limited-capacity communication networks, the main obstacle to enhancing the control performance in
the distributed systems lies not in the limitedness of the computing resources, but rather in the
time available for exchange of data between the sensors, control computer, and the actuatorsthrough the common communication network. A daisy-chain network configuration where the signal
propagates successively between the network nodes was considered in [214]. In such network, only
one operation of data transmission can be executed at each time instant. Therefore, it is important
to determine what variables are most essential in terms of system performance in order to allocate
them the greatest transmission time. The paper considered the linear discrete models with different
discretization frequencies for different control loops, but the data arriving and transmitted through
the network were assumed to have an unlimited number of positions.

The problem of minimization of the mean-root square error at transmission of the vector signal
through an analog communication channel under constraints both on the total power of the signal
in the channel and on the powers of individual components of the transmitted signal was considered
in [215]. The dynamics of the signal source and the peculiarities arising in the feedback problems
were not considered. The optimal coder and decoder are sought in the form of static linear operators.

Limitedness of the signal/noise ratio as the cause of limited information transmission rate in
the control systems was considered also in [216–218]. Stabilizability of the unstable linear plant
(whether continuous or discrete) by a linear stationary feedback controller through a noisy commu-
nication channel under the bounded signal/noise ratio was investigated in [216, 217]. They follow
the classical works [49, 85] in using the notion of available signal power P, noise power N, and
channel bandwidth W to determine the channel capacity C channel in bits per second from the
well-known formula \( C = \log_2(1 + P/N) \). Thereby, the constraints on the data transmission rate
are expressed in terms of the signal/noise ratio and the channel bandwidth. The necessary and
sufficient conditions for plant stabilizability through the communication channel at both the state
and output feedbacks were determined. In particular, it was shown that the nonminimal-phase
plant gives rise to additional constraints. An interesting result of [217] is the comparison of the
established boundaries with inequality (4.13). For that, the communication channel capacity at
the given signal/noise ratio for the Gaussian noisy channel with an unlimited bandwidth was deter-
mined in [217]. It was shown that the communication channel capacity required for stabilization of
a plant with the state feedback by a linear controller with constant parameters is equivalent (in the
bits per second) to the minimal rate of data transmission obeying by inequality (4.13). If only the
output of the nonminimal-phase plant is measurable, then the least required ratio is greater that at
stabilization by state and exceeds the boundary of Theorem 2. An approach enabling one to treat
the results of [216,217] from the standpoint of the general concept of solution of the linear-quadratic
optimization problem is expounded in [218].

When speaking about the relation between the theories of control and information, one must
mention the works where the information-theoretical terms such as entropy, relative entropy,
anisotropy, mutual information, and so on are used to express the aim of control, performance
criterion, or constraints [219–225]. Such approaches enable one to see in a new light the optimal
and adaptive systems, extend the class of the designed systems, and endow them with new
characteristics. However, the problems formulated in the mentioned above works do without com-
unication channels, that is, information processes as such are disregarded.

We notice one more approach to taking into account the computational constraints by repre-
senting the computing device as an information transformer [226] equivalent to the ideal calculator
connected in series to some communication channel. At that, the limitedness of the computer
performance corresponds to the limited capacity of the channel. The capacity \( R_c \) of the equivalent
channel may be evaluated as the informational capacity of the computer: the maximal amount
of information generated by the computer in unit time which in the simplest case is equal to the
product of the computer capacity \( \nu \) by the number of elementary operations \( \omega \) executed also at the
same time unit:

\[ R_c = \nu \omega. \]

A reasoning similar to [96] (see Comment 6 to Theorem 2) shows that a result similar to Theorem 2 is valid for \( c = \min \{ R, R_c \} \) in the case of channels in the no-noise measurement and control at the capacity \( R \) and allowance for limited controller capacity \( R_c \). Similar estimates are true also for the problems of synchronization of the nonlinear tree-like systems and networks [209,211]: the equivalent network capacity is regarded as equal to the minimum of the capacities of all its channels and the information capacities of all computers.

8. APPLIED PROBLEMS

As was noticed in [65,227], in the applied problems it was usually accepted to separate the communication aspect of the control system from its dynamic characteristics because this simplifies the study and usually is used to advantage in the classical control problems. The situation, however, changes dramatically when one controller (decision maker) controls many subsystems through a limited-capacity communication channel. Such systems are represented by the mobile sensor networks, self-organizing mobile cooperative groups of mobile robots, in particular, groups of pilotless aircraft or orbital clusters, wireless sensor media used for surface monitoring, operation control systems, signal power control systems in the mobile network telephony, control of the arrays of microactuators [214] and groups of autonomous robots, control systems of flexible power networks, control systems of production and traffic, and control systems of nanorobot arrays. In such and similar systems, successive interaction with all subsystems may prove to be impossible because of physical constraints. For example, the security conditions for the pilotless aircraft may hinder continuous communication with the central control point. Remoteness from the Earth of the robotic space buggies and limitedness of their on-board power resources entail sparse communication patterns. In addition, if, as in the case of microactuator control, the number of subsystems exceeds some threshold, then communication at a rate required for the real-time control may become impossible.

Use of the aforementioned methods of control and estimation to the applied problems is described in the scientific literature. The main attention is paid to the problems of observation of the moving objects.

The problem of control of sensors and data transmission at tracking a maneuvering target was considered in [228]. The following two typical situations were examined in particular. In the first case, an antenna with a controlled beam is used to track more than one target (the target motions are assumed to be mutually independent). The task is to determine what target should be selected at each time instant by the sighting unit in order to optimize the given objective functional. Another situation arises if more than one sensor is connected via a multiplexer to a limited-capacity communication channel for transmission of the data about the target motion to the computer tracking it on the basis of data from various sensors. In this case, one should select the best way of switching the flows of data transmitted from the sensors through the communication channel such that the “optimal” target tracking is ensured at the given limited rate of data transmission through the communication channel. Target motion is represented in [228] by the jump Markov linear system. Consideration is given to the quadratic loss function; the problem of its optimization is formulated as that of stochastic dynamic programming. The paper proposed suboptimal algorithms that are realizable from the computational point of view such as the sensor adaptive interacting multiple model algorithm (SAIMM-algorithm) and the sensor adaptive integrated Probabilistic data association algorithm (SAIPDA-algorithm).
The problem of minimizing the flows of information about the target motion at multiple-sensor tracking was considered in [229]. Minimization is attained owing to the correlation between the measurements of various sensors. The method of adaptive adjustment of the coder by automatic scaling on the basis of the current process information was demonstrated in [38] for data transmission through a limited-capacity channel at tracking a moving object. Its efficiency was verified experimentally on the “Vertol” laboratory bench [37]. The problem of intercepting a moving target if its constrained information is acquired from various (moving and fixed) sources was examined in detail in [230].

9. CONCLUSIONS

The recent decades are notable for explosive interest in the domain lying at the crossing of the control and information theories. The above problems and results are far from exhausting all that is known by now. The issues associated with the theorem of data transmission rate (Sec. 4) was presented more fully. Importance of this theorem is due to the fact that it relates the central notions of the information and control theories and states that the aim of control is reached if the rate of information transmission through the communication channels exceeds that of information generation (uncertainty) by the control plant. We note that with this interpretation the theorem is nothing but the generalized differential form of the Ashby’s law of requisite variety [231] that was very popular at the earlier stage of cybernetics. Mathematical detailing of different versions of this theorem reveals a number of nuances and problems arising at attempting to establish mathematically correct formulations in involved situations. In particular, the Shannon’s definition of the channel capacity sometimes proves to be insufficient. The results obtained become the milestones along the difficult road toward approaching the theories of information and control symbolizing the return to the initial holistic understanding of cybernetics as the science of control and communication [232].

In the further studies the emphasis is made on the problems of control of the nonlinear and network systems and on allowance for the computational networks. Some approaches to allowance for the latter problem were represented in the review.

As in any other developing theory, in the presented field of science there are unclear questions and paradoxical situations. One of such paradoxes was analyzed at length: in the majority of practical cases stabilization in the presence of an arbitrarily low noise both in the plant and communication channel is impossible if it is the question of stabilization with the probability one (see Sec. 4.6.2), but stabilization “in probability” is possible if the conditions of the corresponding theorem of data transmission rate are satisfied (see Sec. 4.6.3). Another paradox is associated with the possibility of stabilizing the unstable plants with no communication channels, that is, zero capacity. Indeed, the results of the classical works of A. Stephenson [233,234], P.L. Kapitsa [235], N.N. Bogolyubov [236], and their followers [237–239] show that under certain conditions the unstable nonlinear plants such as the flipped pendulum controlled by moving the point of suspension can be stabilized by a periodic program action of a sufficiently high frequency (vibrational stabilization). Therefore, the feedback channel is not the necessary condition for stabilizability which, at the first glance, comes into conflict with the theorem of data transmission rate. Analysis of this and other paradoxes is the subject matter of future research.
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CAPACITY OF THE COMMUNICATION CHANNEL IN THE ABSENCE OF ERRORS

We consider the discrete memoryless channel with finite input, \( \mathcal{E} = \{e\} \), and output, \( \mathcal{S} = \{s\} \), alphabets and the transition probability matrix \( W(s|e) \).

**Channel without information feedback.** The block code of length \( N \) is a collection of \( M \) input words of length \( N \) of the channel \( E^1, \ldots, E^M \), \( E^\nu = (e_0^\nu, \ldots, e_{N-1}^\nu) \). By sending the word \( E^\nu \) during \( N \) time cycles the informant notifies about selection of the \( \nu \)th option from the \( M \) predefined ones. The code rate obeys the ratio \( R := \frac{\log_2 M}{N} \). The rule of decoding \( \mathcal{D} \) assigns a certain \( \nu \) to each output \( N \)-word: \( \mathcal{D}: \mathcal{S}^N \to [1 : M] \). This rule is error-free if \( \mathcal{D}(S) = \nu \) for any \( \nu \) and any word \( S = (s_0, \ldots, s_{N-1}) \) whose reception probability is other than zero \( P(S|E^\nu) = \prod_{i=0}^{N-1} W(s_i|e_i^\nu) > 0 \), provided that \( E^\nu \) was sent. The capacity in the absence of errors is \( c_0 := \sup \mathcal{R} \), where \( \mathcal{R} \) is taken over all arbitrary-length block codes admitting error-free decoding [134]. Simultaneously, \( c_0 = \sup_N \frac{1}{N} M_{\max}(N) = \lim_{N \to \infty} \frac{1}{N} M_{\max}(N) \) [133], where \( M_{\max}(N) \) is the maximal number of the distinguishable input words of length \( N \). The words \( E^\nu \) and \( E^{\nu'} \) are distinguishable if the probability of generating a common channel output word \( S \), that is, \( \{S: P(S|E^\nu) > 0\} \cap \{S: P(S|E^{\nu'}) > 0\} = \emptyset \), is zero.

**Channel with information feedback.** In this case, the result \( s(t) \) of transmission through the channel becomes known to the coder by the instant \( t + 1 \) of the next transmission. The block-function of length \( N \) is a recursive rule for generation of the input word of length \( N \) on the basis on the index \( \nu = 1, \ldots, M \):

\[
e(t) = \mathcal{E}_0[t, e(0), \ldots, e(t-1), s(0), \ldots, s(t-1), \nu],
\]

\[
t = 1, \ldots, N - 1, \quad e(0) = \mathcal{E}_0[0, \nu].
\]

This word is used as before for notification about the choice of the \( \nu \)th option of the predefined \( M \). The rest of the definition details are the same; the corresponding capacity is denoted by \( c_{0F} \).

Sometimes the information feedback increases the capacity in the absence of errors \( c_{0F} > c_0 \) [134]. There is no general formula for \( c_0 [133], \) but for \( c_{0F} \) it is known as \( 2^{-c_{0F}} = \min_{s \in \mathcal{S}} \sum_{e \in \mathcal{E}_0} P(e) \) [134]. Here, \( \min \) is taken over all probabilistic distributions \( \{P(e)\} \) on the channel’s input alphabet \( \mathcal{E}_0 \), and \( \mathcal{E}_0 \) is the set of all input symbols \( e \in \mathcal{E} \) generating this output symbol \( s \) with a nonzero probability \( W(s|e) > 0 \). This formula for \( 2^{-c_{0F}} \) is true if there exists a pair \( e', e'' \) of distinguishable input symbols: \( W(s|e')W(s|e'') = 0 \) \( \forall s \); stated differently, \( c_{0F} = c_0 = 0 \). Additionally, \( c_{0F} > 0 \Leftrightarrow c_0 > 0 \Leftrightarrow \) there exists a pair of distinguishable input symbols [134].

In virtue of the last fact, for many channels that are of practical interest \( c_{0F} = c_0 = 0 \) [133]. We present some simplistic examples.

**Erasure channel** with finite alphabet \( \mathcal{E} \) (cardinality \( K \geq 2 \)) transmits the message \( e \in \mathcal{E} \) without distortion with the probability \( 1 - p \) and loses it with the probability \( p \in (0, 1) \). The output alphabet \( \mathcal{S} = \mathcal{E} \cup \{\oplus\} \), where \( s(t) = \oplus \Leftrightarrow \) message \( e(t) \) is lost. Since \( W(\oplus|e) = p > 0 \forall e \), any two input symbols are indistinguishable and, therefore, \( c_{0F} = c_0 = 0 \). The Shannon capacity of this channel is \( c := (1 - p) \log_2 K > 0 \) [85].

**Binary symmetric channel** transmits the symbol \( e = 0, 1 \) correctly \( s = e \) with the probability \( p \in (0, 1) \) and inverts it \( s = e + 1 \mod 2 \) with the probability \( 1 - p \). Since \( W(1|0) = 1 - p > 0 \) and \( W(0|1) = p > 0 \), the symbols 0 and 1 are indistinguishable and, therefore, \( c_{0F} = c_0 = 0 \). The Shannon capacity of the channel is \( c = 1 + p \log_2 p + (1 - p) \log_2 (1 - p) > 0 \) for \( p \neq 1/2 \) [85].

**Channel with nonzero transition probabilities** \( W(s|e) > 0 \forall s, e \) also has a nonzero capacity in the absence of errors. Moreover, \( \exists s: W(s|e) > 0 \forall e \Rightarrow c_{0F} = c_0 = 0 \).

Any channel with the **characteristic graph** depicted in Fig. 2 serves as a counterexample of the noisy channel with nonzero capacity in the absence errors. The graph vertices are identified with the
Input symbols of the channel \( e \in \mathcal{E} \), and the (nonoriented) branches connect the indistinguishable symbols. In the absence of errors, the capacity is defined completely by the characteristic graph [134]. For the channels with the graph of Fig. 2, \( \gamma_0 = \frac{1}{2} \log_2 5 > 0 \) [240].

For the channels with the input alphabet of power \( \leq 4 \), the capacity in the absence of errors was calculated in [134]. A detailed review of this field can be found in [133].

APPENDIX 2

MOMENT STABILIZABILITY OF THE SCALAR LINEAR PLANT THROUGH DISCRETE ERASURE CHANNEL WITH INFORMATION FEEDBACK\(^{49}\)

The communication channel either immediately transmits an \( R \)-bit message without distortions or loses it. The losses are time-independent, the probability is constant \( p \in (0, 1) \), the coder is notified about a loss of packet with one-cycle delay. We consider the unstable \( |\lambda| > 1 \) scalar plant

\[
x(t + 1) = \lambda x(t) + u(t) + \xi(t); \quad x(0) = 0; \quad |\xi(t)| \leq D; \quad y(t) = x(t)
\]

with a certain noise level \( D \). At the instant \( t \), the coder sends the packet \( e(t) = \mathcal{E}[y(0), \ldots, y(t), I(0), \ldots, I(t - 1)] \), where \( I(\theta) = 1 \) if the packet \( e(\theta) \) was lost \( s(\theta) = \varnothing \), otherwise, \( I(\theta) = 0 \), \( s(\theta) = e(\theta) \). The decoder operates according to (4.4). The plant is referred to as uniformly \( \eta \)-stabilizable if there exist coder and decoder for which \( \lim_{t \to \infty} E \sup_{\theta} |x(t)|^\eta < \infty \). The second sup is taken over entire noise \( |\xi(\theta)| \leq D \) (for the given \( I(\theta) \)).

The plant under consideration is uniformly \( \eta \)-stabilizable \((\eta \in [1, \infty))\) if and only if the following strict and nonstrict inequalities are satisfied [98]:

\[
\varphi(\eta) := |\lambda|^{\eta} \left[ 2^{-\eta R(1 - p)} + p \right] < 1, \quad \varphi(\eta) \leq 1. \tag{A2.1}
\]

Simple analysis of the function \( \varphi(\cdot) \) shows that it assumes values smaller than one for \( \eta \geq 0 \) only if \( \log_2 |\lambda| < c := (1 - p)R \). Here, \( c \) is the Shannon capacity of the channel under consideration [85], that is, the inequality itself is the condition (4.14). We regard it as satisfied in what follows. Then the equation \( \varphi(\eta) = 1 \) has two nonnegative roots \( \eta = 0 \) and \( \eta = \eta_\ast = \eta_\ast(|\lambda|, R, p) > 0 \), at that \( \varphi(\eta) < 1 \) for \( \eta \in (0, \eta_\ast) \) and \( \varphi(\eta) > 1 \) for \( \eta > \eta_\ast \). As the result, the conditions (A2.1) may be rearranged in

\[
\eta \leq \eta_\ast(|\lambda|, R, p), \quad \eta < \eta_\ast(|\lambda|, R, p).
\]

One can also easily verify that the function \( \eta_\ast(a, R, p) \) decreases strictly in \( a > 1 \), \( p \in [0, 1] \) and strictly increases in \( R \). Whence it follows that the domain of \( \eta \)-stabilizability \( \{ (\lambda, R, p) : \eta_\ast(|\lambda|, R, p) < \eta \} \) depends on the index of moment \( \eta \).

We also notice that \( \lim_{R \to \infty} \eta_\ast(|\lambda|, R, p) = -\frac{\log_2 p}{\log_2 |\lambda|} \). (The passage to the limit corresponds to the transformation of the channel alphabet from finite to infinite.) As the result, \( \eta_\ast(|\lambda|, R, p) \leq -\frac{\log_2 p}{\log_2 |\lambda|} \), that is, it is impossible to provide the moment stability with an index higher than

\(^{49}\) This material is based on [98].
\[ -\frac{\log_2 p}{\log_2 |\lambda|} \] independently of the size \( R \) of the transmitted packets and, therefore, of the Shannon capacity of the channel.

**An outline of the proof of conditions** (A2.1).

**Necessity.** In the case of \( k \) losses (at fixed time instants) over the interval \([0 : t]\), in virtue of (4.4) the second sum in
\[ x(t) = \sum_{\theta=0}^{t-1} \lambda^{t-1-\theta} d(\theta) - \sum_{\theta=0}^{t-1} -\lambda^{t-1-\theta} u(\theta) \]
takes on at most \( M := 2^{R(t+1-k)} \) values \( q \). When \( \xi(\theta) \) runs the domain \(|\xi(\theta)| \leq D\), the first sum deletes the interval \([-|\lambda|^t - 1 \mid |\lambda| - 1, |\lambda|^t - 1 \mid |\lambda| - 1 \mid] - D \). For any allocation of \( M \) points \( q \), this interval includes the element \( z \) with \( z - q \geq M^{-1}D |\lambda|^t - 1 \mid |\lambda| - 1 \mid \geq M^{-1}D |\lambda|^t - 1 \mid \). Therefore, \( \sup_{\xi(\cdot)} |x(\cdot)| \geq 2^{-(t+1-k)} |\lambda|^t D_1 \), where \( D_1 := D|\lambda|^{-1} \), and
\[ E \sup |x(t)|^\eta = \sum_{k=0}^{t+1} E \left[ \sup |x(t)|^\eta | k \text{ losses} \right] P[k \text{ losses}] \geq \]
\[ \geq \sum_{k=0}^{t+1} 2^{-\eta R(t+1-k)} |\lambda|^t k \sum_{k=0}^{t+1} 2^{\eta R k} P[k \text{ losses}] = \]
\[ = D_1^{\eta t} 2^{-\eta R(t+1)} |\lambda|^t \sum_{k=0}^{t+1} 2^{\eta R k} C_{t+1} k (1 - p)^{t+1-k} = \]
\[ = D_1^{\eta t} |\lambda|^t 2^{-\eta R(t+1)} (1 - p + 2^{\eta R} p)^{t+1} = \]
\[ = D_1^{\eta t} |\lambda|^t \left. \left( 2^{-\eta R(1 - p + p)} \right)^t \right] \left[ 2^{-\eta R(1 - p + p)} \right]^{t+1} \]
Since \( E \sup |x(t)|^\eta \) is bounded in \( t \), the second inequality of (A2.1) is true.

**Sufficiency.** The decoder constructs recursively \( \delta(t + 0) := \mathcal{F}[\delta(t - 0), s(t)], \delta(0) = \delta_0 > 0 \) the estimate \( \delta(t) > 0 \) of stabilization precision \( |x(t)| \leq \delta(t - 0) \). In view of the information feedback at the instant \( t \), the coder learns \( s(t - 1) \) and can duplicate the computation of \( \delta(t - 0) \). At this instant it divides the interval \( [-\delta(t - 0), \delta(t - 0)] \supseteq x(t) \) into \( 2^R \) subintervals of equal lengths \( 2^{-(R-1)} \delta(t - 0) \) and sends through the channel the number of the subinterval including the state \( x(t) \) by coding this number as an \( R \)-bit packet. If the packet reaches the decoder, then the latter regards the middle of the corresponding interval as the estimate \( \hat{x}(t) \) of the current state \( |x(t) - \hat{x}(t)| \leq 2^{-R} \delta(t - 0) \).

The control \( u(t) \) is selected so that \( \hat{x}(t) \xrightarrow{u(t)} x(t + 1) = 0 \) for \( \xi(t) = 0 \), that is, \( u(t) := -\lambda \hat{x}(t) \). In fact,
\[ |x(t + 1)| = |\lambda x(t) + u(t) + \xi(t)| \leq |\lambda| |x(t) - \hat{x}(t)| + D \leq 2^{-R} |\lambda| \delta(t - 0) + D \]
and therefore,
\[ \delta(t + 0) := 2^{-R} |\lambda| \delta(t - 0) + D \text{ for } I(t) = 0. \]
In the case of a lost package, \( u(t) := 0 \) and, therefore,
\[ |x(t + 1)| = |\lambda x(t) + \xi(t)| \leq |\lambda| |x(t)| + D \leq |\lambda| \delta(t - 0) + D, \]
\[ \delta(t + 0) := |\lambda| \delta(t - 0) + D \text{ for } I(t) = 1. \]
This construction guarantees that $|x(t)| \leq \delta(t - 0)$ $\forall t$.

By applying the simple inequality $(a + b)\eta \leq (1 + \varepsilon)a\eta + \alpha(\varepsilon, \eta)b\eta \forall a, b \geq 0$, where $\varepsilon > 0$ is a small parameter, to the recursion

$$\delta(t + 0) = |\lambda| \left[ 2^{-R} [1 - I(t)] + I(t) \right] \delta(t - 0) + \frac{D}{b}$$

and taking into consideration that $I(t)$ is independent of $\delta(t - 0)$, we obtain

$$\delta^n(t + 0) \leq (1 + \varepsilon) |\lambda|^n \left[ 2^{-Rn} [1 - I(t)] + I(t) \right] \delta^n(t - 0) + \alpha(\varepsilon, \eta)D^n,$$

$$E\delta^n(t + 0) \leq (1 + \varepsilon) |\lambda|^n \left[ 2^{-Rn} [1 - p] + p \right] E\delta^n(t - 0) + \alpha(\varepsilon, \eta)D^n.$$

By taking $\varepsilon$ sufficiently small, we obtain the inequality $(1 + \varepsilon)\varphi(\eta) < 1$ and, therefore, $E\delta(t - 0)^n$ is bounded and, consequently, the stabilization error $E|x(t)|^n \leq E\delta(t - 0)^n$ is bounded as well.
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