AN APPROXIMATE ANALYTICAL SOLUTION FOR HYDRAULIC FRACTURE OPENING UNDER NON-UNIFORM INTERNAL PRESSURE
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Abstract. Because of the special non-uniform pressure distribution in hydraulic fracture, an especial hypothesis is proposed to get an approximate solution for the fracture opening, which satisfies the mixed boundary conditions on the fracture edges with the use of Bessel function integral properties. Error analysis of this approximate solution compared with the accurate solution is carried out. It is proved that the approximate solution is in good agreement with the accurate solution under the condition of this special pressure distribution in hydraulic-fracturing.
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1. Introduction
With the development of the petroleum industry, hydraulic-fracturing technology is becoming increasingly important, in which one of the most important parameters is the fracture opening. Previously many inaccurate hypotheses were put forward for determination of the relationship between the fracture opening and the interior pressure, for example, the assumption of the uniform interior pressure distribution in the PKN model for hydraulic-fracturing [1,2] and the piecewise homogeneous hypothesis of the interior pressure distribution in the KGD model [3,4]. In recent time semi-analytical solution [5] and the discontinuous displacement method (DDM) [6] are applicated in many 2-dimensional or 3-dimensional simulations of hydraulic fracture growth [7-16] with the purpose of determination of the fracture opening on account of the interior non-uniform fluid pressure.

Based on the linear elastic fracture mechanics (LEFM) the solution for fracture opening...
under non-uniform interior fluid pressure was firstly obtained by I.N. Sneddon [5]. This solution represents a complex integral form that has singularities at some points. The main drawback of this solution is an inconvenience in applying at the actual oil production calculation or simulations of hydraulic-fracturing because of the complexity of the analytical solution type and the singularity at the fracture center [7-11]. Discontinuous displacement method (DDM) as the current popular numerical method in the fracture application is widely used in hydraulic-fracturing modeling [12-16], the essence of which lies in the fact that for only one fracture the fracture opening is obtained through the calculation of multi-dimensional linear equation system, the dimension of which depends on the grid number of this fracture. When many parallel fractures in the model, this means that the dimension of the linear equation system for the fracture opening becomes very large, and so the time and complexity of the calculation increase significantly.

The above analysis shows that traditional methods (analytical and numerical) are either complex or unsuitable for some especial situations in hydraulic-fracturing. Besides, for technology hydraulic-fracturing one approximate analytical solution for fracture opening that satisfies accuracy is relatively more applicable and more convenient than the semi-analytical solution and DDM. In this paper, we will try to find one simplified approximate analytical solution for fracture opening under non-uniform fluid pressure, which can satisfy the requirement of engineering accuracy and will be convenient for modeling calculation.

2. Mathematical model

On an infinite isotropic elastic plane there is a linear fracture with the length $2l$ along the axis $x$. The origin of coordinates is located at the fracture center (Fig. 1(a)), in which fluid moves from the center (the well) to the fracture tip to open the fracture and makes the fracture grow forward as a result of the non-uniform pressure $p(x)$.

![Fig. 1. The classical fracture model](image-url)

This model is a typical Griffith fracture model, so according to the theory of elasticity the equilibrium equations of this model in the condition of plane strain can be written:
\[
\frac{\partial \sigma_x}{\partial x} + \frac{\partial \tau_{xy}}{\partial y} = 0, \\
\frac{\partial \tau_{xy}}{\partial x} + \frac{\partial \sigma_y}{\partial y} = 0. 
\]

(1)

The generalized Hooke's law:

\[
\varepsilon_x = \frac{\partial u_x}{\partial x} = \frac{E}{1 - \nu} [(1 - \nu) \sigma_x - \nu \sigma_y], \\
\varepsilon_y = \frac{\partial u_y}{\partial y} = \frac{E}{1 - \nu} [(1 - \nu) \sigma_y - \nu \sigma_x], \\
\gamma_{xy} = 2\varepsilon_y = \frac{\partial u_x}{\partial y} + \frac{\partial u_y}{\partial x} = \frac{2(1 + \nu)}{E} \tau_{xy}. 
\]

(2)

The equations of deformation compatibility are yielded to only one equation for the 2-dimensional model:

\[
\frac{\partial^2 \varepsilon_x}{\partial x^2} + \frac{\partial^2 \varepsilon_y}{\partial y^2} = \frac{\partial^2 \gamma_{xy}}{\partial x \partial y}, 
\]

(3)

where \(\sigma_x, \sigma_y, \tau_{xy}\) are stress tensor components; \(\varepsilon_x, \varepsilon_y, \gamma_{xy}\) are strain tensor components; \(u_x, u_y\) are deformation vector components, \(E\) is Young's modulus, and \(\nu\) is Poisson's ratio.

Because of symmetry of the pressure distribution and symmetry of the fracture structure to axes \(x\) and \(y\) only the section \(x \geq 0\) and \(y \geq 0\) is taken into account for solving, see Fig. 1 (b), in which the following boundary conditions are satisfied:

\[
x = 0, y > 0: \quad u_x = 0, \\
\sqrt{x^2 + y^2} \to \infty: \quad \sigma_x = \sigma_y = \tau_{xy} = 0, \\
y = 0, 0 < x < \infty: \quad \tau_{xy} = 0, \\
y = 0, 0 \leq x \leq l: \quad \sigma_y = -p(x), \\
y = 0, x > l: \quad u_y = 0. 
\]

(4)

3. Solution

A harmonic function \(\Phi(x,y)\) is introduced in this model, which needs to satisfy:

\[
\sigma_x = \frac{\partial^2 \Phi}{\partial y^2}, \quad \tau_{xy} = -\frac{\partial^2 \Phi}{\partial x \partial y}, \quad \sigma_y = \frac{\partial^2 \Phi}{\partial x^2}. 
\]

(5)

Combining equations (1), (2), (3), (5), we obtain:

\[
\left(\frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2}\right) \Phi = 0. 
\]

(6)
Since the stress component $\sigma_y$ is symmetrical to axis $x$, it means that function $\Phi(x,y)$ is also symmetrical to axis $x$. Therefore, we can do the Fourier-cosine transform for the harmonic function $\Phi(x,y)$:

$$G(\omega, y) = \int_0^\infty \Phi(x, y) \cos(\omega x) dx,$$

where $\omega$ is a coefficient, and $\omega > 0$. Its inverse transform:

$$\Phi(x, y) = \frac{2}{\pi} \int_0^\infty G(\omega, y) \cos(\omega x) d\omega.$$  \hspace{1cm} (8)

Substituting equation (8) into equation (6),

$$\left(\frac{\partial^2}{\partial y^2} - \omega^2\right) G = 0.$$ \hspace{1cm} (9)

According to the second boundary condition in equation (4): when $y \to \infty$, all stresses tend to zero. Therefore, the solution of equation (9) is needed to satisfy the following form:

$$G(y, \omega) = (A + By)e^{-\omega y},$$ \hspace{1cm} (10)

where coefficients $A$ and $B$ are functions of coefficient $\omega$ only.

Substituting equation (10) into the third boundary condition of equation (4),

$$\tau_{xy}|_{y=0} = -\omega \frac{\partial G}{\partial y} = -\omega e^{-\omega y} (B - A\omega - By\omega)|_{y=0} = 0.$$ \hspace{1cm} (11)

The relation of coefficients $A(\omega), B(\omega)$ is obtained:

$$B = A\omega.$$ \hspace{1cm} (12)

Taking advantage of this relationship stresses and strains can be expressed as follows:

$$\sigma_x = \frac{\partial^2 \Phi}{\partial y^2} = \frac{2}{\pi} \int_0^\infty \left[ Ao^3 (1 + \omega y) e^{-\omega y}\right] \cos(\omega x) d\omega,$$

$$\tau_{xy} = -\frac{\partial^2 \Phi}{\partial x \partial y} = \frac{2}{\pi} \int_0^\infty \omega^3 Aye^{-\omega y}\sin(\omega x) d\omega,$$

$$\sigma_y = \frac{\partial^2 \Phi}{\partial x^2} = \frac{2}{\pi} \int_0^\infty -Ao^3 (1 + \omega y) e^{-\omega y}\cos(\omega x) d\omega.$$ \hspace{1cm} (13)

According to the third and the fourth boundary conditions of equation (4), when $y = 0$,
\begin{align*}
\sigma_y \mid_{y=0} &= \frac{2}{\pi} \int_0^\infty -A\omega^2 \cos(\omega x) d\omega = -p(x) \quad 0 \leq x \leq l, \\
u_y \mid_{y=0} &= \frac{2(1+\nu)}{E\pi} \int_0^\infty \omega(2-2\nu) \cos(\omega x) d\omega = 0 \quad x > l.
\end{align*}

After simplifying these above functions, a dual system of integral equations is obtained:
\begin{align}
\int_0^\infty A\omega^2 \cos(\omega x) d\omega &= -\frac{\pi}{2} p(x) \quad 0 \leq x \leq l, \\
\int_0^\infty A\omega \cos(\omega x) d\omega &= 0 \quad x > l.
\end{align}
(14)

We know that the Bessel function has the following properties:
\begin{align}
\int_0^\infty J_1(\omega a) \cos(\omega x) d\omega &= \begin{cases}
\frac{1}{a} & x > a, \\
\frac{1}{a} & x \leq a,
\end{cases}
(15)
\int_0^\infty J_1(\omega a) \frac{\cos(\omega x)}{\omega} d\omega &= \begin{cases}
0 & x > a, \\
\frac{\sqrt{a^2-x^2}}{a} & x \leq a,
\end{cases}
\end{align}

where \( a \) is a constant, \( x \) is the variable.

If fluid pressure in the fracture is a constant, namely uniform distribution: \( p(x) = \tilde{p} \) is assumed, and the following assumption on \( A \) is valid:
\begin{align}
A\omega^2 &= g \cdot J_1(\omega l),
\end{align}
(16)

where \( g \) is a coefficient to be determined, then substituting equation (16) into (14) we obtain:
\begin{align}
g\int_0^\infty J_1(\omega l) \cos(\omega x) d\omega &= -\frac{\pi}{2} \tilde{p} \quad 0 \leq x \leq l, \\
g\int_0^\infty J_1(\omega l) \frac{\cos(\omega x)}{\omega} d\omega &= 0 \quad x > l.
\end{align}
(17)

Using the results of equation (15) and letting \( a = l \), the solution is easily found:
\begin{align}
g &= -\frac{\pi l}{2} \tilde{p}, \\
A\omega^2 &= -\frac{\pi l}{2} \tilde{p}J_1(\omega l).
\end{align}
(18)

Substituting equation (18) into equation (13), the solution for the fracture opening is obtained:
\begin{align}
w(x) &= 2u_y = \frac{4(1-\nu^2)}{E} \tilde{p}\sqrt{l^2-x^2},
\end{align}
(19)
which is equal to the result in the article [5] when the pressure is uniformly distributed \( p(x) = \bar{p} \). It means that this method for the solution of fracture opening is correct.

When the pressure distribution is non-uniform as it is in the actual situation, its special property of inhomogeneity was obtained in many articles [3,11,17-22] as shown in Fig. 2.

![Fig. 2. The special non-uniform fluid pressure distribution in the plane-strain hydraulic fracture propagation](image)

Fracture half-length \( l \) is split into two sections: (i) the first section \( 0 \sim l_1 \), in which fluid pressure decreases very slowly along the axis \( x \), namely the total pressure drop \( \Delta p \) in this section is very small compared with the fluid pressure in the well \( p_0 \); (ii) the second section \( l_1 \sim l \), the length of this section \( l_2 \) is very small compared with the length of the first section \( l_1 \) and in this section, the fluid pressure decreases very quickly until equals to zero.

Because of the quite small values \( \Delta p \) and \( l_2 \) we can assume that the very slow decrease of fluid pressure in the first section \( (0 \sim l_1) \) and the very rapid decrease of fluid pressure in the second small section \( (l_1 \sim l) \) have little effect on the fracture opening, and the pressure distribution can be regarded as approximately homogeneous. Therefore, according to the analogy method, we can make the hypothesis in the actual situation of the inhomogeneous pressure similar to equation (16) in the ideal situation of uniform pressure:

\[
A\omega^2 = g(x) \cdot J_1 (\omega l),
\]

where \( g(x) \) is a coefficient function of \( x \). The main purpose of introducing \( g(x) \) is to satisfy the boundary condition of non-uniform pressure on the fracture edges, although it is not correct from the rigorous mathematical view. Later we will check the validity of this
hypothesis and whether it meets the requirement of engineering accuracy.

Substituting equation (20) into equation (14), we get

\[ g \int_0^\infty J_1(\omega l) \cos(\omega x) d\omega = -\frac{\pi}{2} p(x) \quad 0 \leq x \leq l, \]

\[ g \int_0^\infty J_1(\omega l) \frac{\cos(\omega x)}{\omega} d\omega = 0 \quad x > l. \]

Letting \( a = l \) and substituting equation (15) into equation (21), we get

\[ g(x) = -\frac{\pi l}{2} p(x), \]

\[ A\omega^2 = -\frac{\pi l}{2} p(x) J_1(\omega l). \]

Substituting solution (22) into expressions of stresses and displacements (12), (13), we get:

\[ \sigma_x = \frac{\partial^2 \Phi}{\partial y^2} = -lp(x) \int_0^\infty \left[ (-1 + \omega y) e^{-\omega y} \right] J_1(\omega l) \cos(\omega x) d\omega, \]

\[ \tau_{xy} = \frac{\partial^2 \Phi}{\partial x \partial y} = lp(x) y \int_0^\infty J_1(\omega l) \omega e^{-\omega y} \sin(\omega x) d\omega, \]

\[ \sigma_y = \frac{\partial^2 \Phi}{\partial x^2} = lp(x) \int_0^\infty J_1(\omega l) (1 + \omega y) e^{-\omega y} \cos(\omega x) d\omega. \]

\[ u_x = \frac{(1+\nu)}{E} lp(x) \int_0^\infty J_1(\omega l) (2\nu - 1 + \omega y) e^{-\omega y} \frac{\sin(\omega x)}{\omega} d\omega, \]

\[ u_y = \frac{(1+\nu)}{E} lp(x) \int_0^\infty J_1(\omega l) (2 - 2\nu + \omega y) e^{-\omega y} \frac{\cos(\omega x)}{\omega} d\omega. \]

And then substituting the results (23), (24) into equation (4) to recheck the boundary conditions, we get:

\[ x = 0, \quad y > 0: \quad u_x = 0, \]

\[ \tau_{xy} = 0 \quad 0 \leq x \leq \infty, \]

\[ \sigma_y = \int_0^\infty J_1(\omega l) \cos(\omega x) d\omega = -p(x) \quad 0 \leq x \leq l, \]

\[ u_y = 0 \quad x > l. \]

All boundary conditions are satisfied. Therefore, when \( y = 0, \quad 0 \leq x \leq l \) the displacement of the fracture edge is obtained:

\[ u_y = \frac{2 (1-\nu^2)}{E} p(x) \sqrt{l^2 - x^2}. \]

And the fracture opening:
An approximate analytical solution for hydraulic fracture opening under non-uniform internal pressure

\[ w(x) = 2u_y = \frac{4(1-v^2)}{E} p(x) \sqrt{l^2 - x^2}. \]  

(26)

3. Comparative analysis of the approximate solution

The most well-known semi-analytical solution for fracture opening under non-uniform pressure was obtained by I.N. Sneddon [5]:

\[ w(x) = \frac{4(1-v^2)}{E\pi} \int_0^t p(x) \ln \frac{\sqrt{l^2-x^2} + \sqrt{l^2-\xi^2}}{\sqrt{l^2-x^2} - \sqrt{l^2-\xi^2}} d\xi. \]  

(27)

Due to the appearance of a special integral in this solution, a complete analytical solution cannot be obtained, and when applied in numerical simulation or engineering calculation this solution is singular at some points. Moreover, the essence of the integral is the summation of all divided fracture segments as the method DDM, which spends a lot of computation time.

Below the approximate solution (26) in this paper and the semi-analytical solution (27) will be compared and analyzed according to the results in articles [20,22], which were obtained through accurate numerical modeling and self-similar solution of hydraulic fracturing process:

\[ p(x,t) = \frac{\mu^{1/3}E' t^{2/3}}{t^{1/3}} \left[ \Pi_0(\xi) + \epsilon(\kappa) \Pi_1(\xi) \right], \]  

\[ l(t) = \frac{Q_0^{1/2}E' t^{2/3}}{\mu^{1/6}} \left[ \gamma_0 + \epsilon(\kappa) \gamma_1 \right]. \]  

(28)

Here, \( E' = \frac{E}{1-v^2} \), \( \mu' = 12\mu \) (\( \mu \) is the fluid viscosity), \( t \) is injection time, \( Q_0 \) is the injection fluid velocity, \( K' = 4 \left( \frac{2}{\pi} \right)^{1/2} K_c \) (\( K_c \) is the rock toughness), \( \gamma_0 \approx 0.61524 \), \( \gamma_1 \approx -0.1753 \), \( \epsilon(\kappa) = B_1 \kappa^b \) (\( \kappa = \frac{K'}{E'} \left( \frac{E'}{\mu' Q_0} \right)^{1/4} \), \( B_1 \approx 0.1076 \), \( b \approx 3.16796 \)), and the dimensionless functions \( \Omega_0(\xi), \Omega_1(\xi), \Pi_0(\xi), \Pi_1(\xi) \) are in following forms:

\[ \Omega_0(\xi) = a_{01} \left( 1 - \xi^2 \right)^{2/3} + a_{02} \left( 1 - \xi^2 \right)^{5/3} + a_{03} \left[ 2 \left( 1 - \xi^2 \right)^{1/2} + \xi^2 \ln \frac{1 - (1 - \xi^2)^{1/2}}{1 + (1 - \xi^2)^{1/2}} \right], \]  

(29)

\[ \Pi_0 = b_{01} F_1 \left( -\frac{1}{6}, 1, \frac{1}{2}, \xi^2 \right) + b_{02} F_1 \left( -\frac{7}{6}, 1, \frac{1}{2}, \xi^2 \right) + b_{03} (2 - \pi |\xi|). \]
\[ \Omega_i(\xi) = a_{i1}(1 - \xi^2)^{h} + \left( a_{i2} + a_{i3}\xi^2 \right)(1 - \xi^2)^{1+h} + \\
+ a_{i4} \left[ 2(1 - \xi^2)^{V/2} + \xi^2 \ln \frac{1-(1 - \xi^2)^{V/2}}{1+(1 - \xi^2)^{V/2}} \right], \]

\[ \Pi_i(\xi) = b_{i1} F_1(c_{i1}, 1, \frac{1}{2} \xi^2) + b_{i2} F_1(c_{i2}, 1, \frac{1}{2} \xi^2) \xi^2 + b_{i3} F_1(c_{i3}, 2, \frac{3}{2} \xi^2) + \\
+ b_{i4} (2 - \pi |\xi|), \]  

(30)

where coefficients \( \xi = \frac{x}{l} \),  
\[ a_{01} \approx 1.73205, \quad a_{02} \approx -0.15601, \quad a_{03} \approx 0.13264, \quad b_{01} \approx 0.475449, \]
\[ b_{02} \approx -0.061178, \quad b_{03} \approx 0.066322, \quad a_{11} \approx 0.908354, \quad a_{12} \approx 0.025574, \quad a_{13} \approx -0.083814, \]
\[ a_{14} \approx -0.09095, \quad b_{12} \approx 0.017132, \quad b_{13} \approx -0.039015, \quad b_{14} \approx -0.045476, \quad c_{i1} \approx 0.36133, \]
\[ c_{i2} \approx -1.63867, \quad c_{i3} \approx -0.638673, \quad \text{and} \quad _2 F_1(\cdot, \cdot, \cdot) \] is Gauss's hypergeometric function.

We select the different cases for comparison, which are characterized by different pressure distribution under different model coefficients of the fluid, rock characteristics, and the injection conditions. The first case for comparison: we select three different pressure distributions in the fracture with the same length \( l = 7 \text{ m} \), shown in Fig. 3, in which \( p_0 \) represents the maximum pressure in the fracture, namely the well pressure. The second case: comparison is performed for different fracture length under the same well pressure \( p_0 \), which is shown in Fig. 4. The third case: comparison is provided for the different pressure distributions in different time moments, which means the fracture length and the well pressure \( p_0 \) are different from others (see Fig. 5).

Fig. 3. The different pressure distributions with the same fracture length \( l = 7 \text{ m} \)
Fig. 4. The different pressure distributions with the same well pressure \( p_0 = 9.2 \, MPa \) and different fracture lengths.

Fig. 5. The different pressure distributions with the different well pressure and different fracture lengths under the different time.

4. Results of comparative analysis

Results of the first case of comparative analysis. According to the formulas (26), (27) and data in Fig. 3 the respective fracture openings can be obtained, which are shown in Figs. 6, 7, 8.
Fig. 6. The fracture openings from the approximate and semi-analytical solutions under $p_0 = 5.2 \text{ MPa}$

Fig. 7. The fracture openings from the approximate and semi-analytical solutions under $p_0 = 9.2 \text{ MPa}$

Fig. 8. The fracture openings from the approximate and semi-analytical solutions under $p_0 = 17.2 \text{ MPa}$
From Figures 6, 7, 8 it is found that near the well values from the solution (26) are slightly larger than values from the semi-analytical solution (27); near the middle of half-fracture values from the two solutions are the same, then close to the tip of the fracture, values from the solution (26) are slightly smaller than values of the solution (27). In general, the approximate solution (26) coincides with the semi-analytical solution (27) very well, moreover, with the increase of the well pressure the difference between the approximate solution (26) and the semi-analytical solution will get smaller and smaller. The approximate solution can serve a good approximation for actual underground oil extraction simulation, because the in-situ stresses are very big (usually greater than $17.2 \text{ MPa}$), which means that in actual situation equation (26) is suitable for engineering calculation.

Here we define a new variable, which is called relative error of fracture opening for every point along the fracture with the expression:

$$
\varepsilon_i = \frac{w_i - w_i^*}{w_0^*} 
$$

where $w_i$ is the approximate value of fracture opening from solution (26) at the $i$ point; $w_i^*$ represents the accurate value of fracture opening from solution (27) at the same point; $w_0^*$ is the accurate value of fracture opening at the center of the fracture from the solution (27).

![Graph](image)

**Fig. 9.** The relative errors for the three different pressure distributions in Fig. 3

Figure 9 shows that the relative errors monotonously decrease, equal to zero near the middle of the half-fracture, and then monotonously increase, near the tip of fracture quickly decreases. Besides, it is shown that the solution (26) comes closer to the accurate semi-analytical solution (27) as the well pressure $p_0$ increases. The most important is that the maximum of the relative errors is less than 0.1, which means that the solution (26) is very
close to the solution (27).

**Results of the second case of comparative analysis.** As similar to section 4.1, the results of the second case of comparative analysis (see Fig. 4) are shown in Fig. 10, 11, 12, respectively. We can find that in general, the solution (26) tends to be very close to the exact solution (27). Approximately before the middle of the half-fracture, the solution is slightly larger than the solution (27) and there is an inverse characteristic after the middle of the fracture.

**Fig. 10.** The fracture openings from the approximate and semi-analytical solutions under 

\[ l=4.9 \text{ m} \]

**Fig. 11.** The fracture openings from the approximate and semi-analytical solutions under 

\[ l=15.2 \text{ m} \]
According to the definition in equation (31), relative errors can be obtained, which are shown in Fig. 13. In general, the results obtained from solution (26) for three situations (in Fig. 4) coincide very well ($\varepsilon_i \ll 0.1$) with the results from the solution (27). The tendency of this contrast form is the same as the tendency of the first contrast form in section 4.1. It should be noted that approximately after the middle of the half-fracture the relative errors begin to increase, and close to the end of the fracture decrease rapidly to zero. Despite the occurrence of this characteristic at the end of the fracture, the accuracy of the equation (26) cannot be affected.

Besides, it is also found that as the length of fracture increases, the relative errors become smaller and smaller. It means that solution (26) is getting closer and closer to the accurate solution (27) when the fracture grows forward.

Results of the third case of comparative analysis. According to the pressure distribution in Fig. 5 the comparative analysis results including the relative errors are shown in Figs. 14, 15, 16, and 17. The final result in this form is the same as the above two forms:
the approximate solution under the special pressure distribution of hydraulic fracture coincides with the accurate solution very well, especially in the center of the fracture half-length (near the well results of the approximate solution are slightly larger than results of the accurate solution, near the fracture tip the results are just the opposite slightly lower). Fig. 17 shows that the greatest relative error of the approximate solution is about 4%. Errors of this magnitude in the engineering calculation are acceptable.

**Fig. 14.** The fracture openings from the approximate and semi-analytical solutions under $t=30\ s, \ l=11.2\ m$

**Fig. 15.** The fracture openings from the approximate and semi-analytical solutions under $t=50\ s, \ l=15.7\ m$
Fig. 16. The fracture openings from the approximate and semi-analytical solutions under 

\[ t = 100 \text{ s}, \ l = 25.0 \text{ m} \]

Fig. 17. The relative errors of the above three different pressure distributions in Fig. 5

5. Conclusions
The approximate solution developed in this paper has a small relative error, as compared with the exact solution for the actual fracture opening. In the engineering calculation, this error can be neglected. It means that approximate solution can be used instead of the semi-analytical solution in numerical simulations of hydraulic fracturing. The developed solution has the following advantages as compared with the exact one:

1. It is an explicit analytical solution that differs from the semi-analytical solution, which is an integral expression of the fluid pressure and cannot be directly substituted into the fluid continuity equation. The approximate solution can be directly substituted into the continuity equation to simplify the solving process at each step.

2. Application of the developed analytical solution reduces essentially a time for calculation process as compared with the discontinuous displacements method of numerical simulation for hydraulic fracturing modeling, which requires iterations and grid refinement to obtain relatively precise numerical results.
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