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Abstract. This paper reviews recent developments of mathematical meth-
ods for nonconvex variational problems of mechanics, particularly, problems
of optimal layouts of material in a heterogeneous medium. These problems
are characterized by locally unstable solutions which are interpreted as op-
timal microstructured media. We discuss variational formulations of these
problems, properties of their solutions and several approaches to address
them: minimizing sequences and the technique of laminates, laminate clo-
sures, and the differential scheme; necessary conditions by structural vari-
ations and minimal extension technique; the lower bounds and bounds for
the variety of effective tensors of properties. Several examples are presented.
Particularly, the bound for the tensor of thermal expansion coefficients is
found. Special attention is paid to the use of duality for reformulation of
minimax problems as minimal ones.

1. Variational problems with locally unstable solutions

1.1. NONCONVEX VARIATIONAL PROBLEMS

Introduction Nonconvex variational problems in mechanics describe opti-
mal layouts of several materials in a structure. A typical problem is min-
imization of the energy of a heterogeneous structure by a layout of the
phases. This problem is met in many applications. Structural optimization
asks for an optimal “mixture” of a solid material and void or for the best
structure of a composite. The martensite alloys, polycrystals and similar
materials can exist in several forms (phases) and Gibbs principle states
that the phase with minimal energy is realized. Biostructures adapt them-
selves to the environment in a best way. Optimal layouts in man-made
structures response to an engineering requirements, minimization of the
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energy of natural materials corresponds to the realization of the thermody-
namical Gibbs principle, and optimality of biological morphologies reflects
evolutionary perfection.

A minimization problem of this type helps to establish bounds of effec-
tive properties of a composite. If the mixed materials are linear, a composite
is equivalent to a linear material in the sense that if loaded, it stores the
same energy as a homogeneous material with stiffness C∗. The problem of
G-closure asks about the set of the effective tensors of all microstructures
and bounds on that set. In order to find the bound for C∗, we minimize
the energy stored in a composite medium, or the sum of the energies corre-
sponding to several linearly independent loadings. The bound for the range
of C∗ follows from the lower bound of the energy.

Variational problems in elasticity The state of a classical elastic material
is defined by the equations of equilibrium of stress tensor σ

∇ · σ = 0 σ = σT . (1)

The stress is related to the tensor of deformation ε and further to the vector
of elongation u by the constitutive equation

σ = F (ε), ε = ε(∇u). (2)

These relations are the Euler-Lagrange equations for a variational problem

Jε = min
ε(u)

∫
Ω

Wε(ε) dx, ε = ε(∇u) (3)

where Wε(ε) is the energy of deformation, if the constitutive relation (2)
can be written in the form

F =
∂

∂ε
Wε(ε) (4)

Boundary conditions are imposed on the displacement u.
Alternatively, the equilibrium can be described by the dual variational

problem

Jσ = min
σ(φ)

∫
Ω

Wσ(σ) dx, σ = ∇× (∇× φ)T (5)

where Wσ(σ) is a dual form of energy called the stress energy or the com-
plementary energy, and the potential representation in the right field of (5)
accounts for the equilibrium constraints (1).

A linear elastic material corresponds to the constitutive relations

σ = C : ε or σij =
∑
k,n

Cijknεnk, ε =
1
2
(∇u +∇uT ) (6)
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and Lagrangian

Wε =
1
2
εT : C : ε (7)

where ε is the strain, C is the fourth-rank stiffness tensor, and (:) is the
convolution by two indices. The stress energy corresponds to the Lagrangian

Wσ =
1
2
σT : S : σ, σ = ∇× (∇× φ)T

where S is the tensor of compliance that is inverse to C, S : C = 1.
Both problems (3) and (5) describe the same elastic equilibrium and

deal with fields that are partials of some vector potentials and therefore
satisfy the integrability conditions. The sum of the functionals in (3) and
(5) is equal to the work of external forces on the displacements of the points
of medium, or

Wε + Wσ = ε : σ

Minimization of the energy Jε with prescribed nonzero displacements on the
boundary corresponds to minimization of the integral stiffness of the loaded
elastic domain. Similarly, minimization of the energy Jσ with prescribed
nonzero forces on the boundary corresponds to minimization of the integral
compliance of the domain or maximization of its stiffness.

Notations Below, in Section 1.2, we discuss general properties of noncon-
vex variational problems; the analysis is applicable to both forms of elastic
energy. We will write the variational problem in the form

J = min
u

∫
Ω

W (∇u) dx (8)

stressing the dependence of the Lagrangian W on the gradient of a vector
potential.

For quadratic energies, we will often use the form W = 1
2vT Dv where

v is a field; for example v = ∇u or v = σ, or v = ε, or v is a combination
of these fields. Accordingly, D is a tensor of properties, that can be either
stiffness or compliance tensor.

Stability to perturbations The energy of a classical material is stable in
the following sense: If an unbounded domain filled with the material is
subject to an affine external elongation at infinity (that corresponds to the
constant strain), the strain is constant everywhere. The minimum of the
energy (8) is achieved at an affine function u(x) = Ax + B satisfying the
boundary conditions. The energy of such materials is called quasiconvex
(see the Section 1.2 for the definition) and the constitutive relations are
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elliptic. The ellipticity implies that the solution u(x) in a finite domain Ω
is smooth if both the domain Ω and boundary conditions are smooth.

The problems of optimal design, composites, natural polymorphic ma-
terials (martensites), polycrystals, smart materials, biomaterials, etc. yield
to variational problems with locally unstable solutions. In such problems,
the minimizer is not affine even if the external loading is homogeneous.
These variational problems are called nonquasiconvex; they were studied
in recent books by Dagorogna [26], Cherkaev [20], Milton [63], Allaire [1],
Bendsøe and Sigmund [11] from different viewpoints; extensive references
can be found there. The problems of nonlinear elasticity are also gener-
ally nonquasiconvex, see [27]. The unstable solutions may correspond to
the minimization of an objective different from the energy, see for example
[20].

Multiwell Lagrangians A transparent example of a nonquasiconvex prob-
lem is given by the following problem of structural design: Find a layout
of N elastic materials that minimizes the total energy of a domain Ω. It is
assumed that Ω is filled with several materials with the energy functions
Wi(∇u), i = 1, . . . N where N is the number of phases. The energy W of
the body is equal to

W (∇u) =
N∑

i=1

χi(x)Wi(∇u) (9)

where χi is the characteristic function of the subdomain Ωi occupied with
ith material,

χi(x) =
{

1 if x ∈ Ωi

0 if x 6∈ Ωi
Ω =

⋃
i

Ωi

It is assumed that the boundary displacement u(s) (s is the coordinate at
the boundary ∂Ω) is given and the volume fractures mi of materials are
prescribed, as

mi = 〈χi〉, 〈χ〉 =
1
‖Ω‖

∫
Ω

χ(x) dx (10)

where 〈 〉 is the symbol of averaging.
Using the definition (9) of the energy, we formulate the problem as

I0 = min
χi(x)

min
u(x)

{∫
Ω

(
N∑

i=1

χi(x)Wi(∇u)

)
dx +

N∑
i=1

γi

(∫
Ω

χi(x) dx−mi

)}

(11)
or

I0 = min
χi(x)

min
u(x)

{∫
Ω

(
N∑

i=1

χi[Wi(∇u) + γi]

)
dx−

N∑
i=1

γimi

}
(12)
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where γi are the Lagrange multipliers by the constraints (10). An optimal
layout χi of materials minimizes the sum of the energy Wi and the “cost”
γi of the materials, adapting itself to the applied load.

Following Kohn and Strang [44], this problem is transformed to a non-
convex variational problem for minimizer u if the sequence of minimal oper-
ations is interchanged and the minimization over χi is performed first with
“frozen” values of ∇u. The problem becomes

I0 = min
u(x)

∫
Ω

F (∇u, γi)dx−
N∑

i=1

γimi (13)

where
F (∇u, γi) = min

i=1,...,N
{Wi(∇u) + γi} .

is a nonconvex function of ∇u.
The second term in (13) is independent of u and defines the amounts

of materials in the mixture linking them to the costs of materials. We can
assume that the costs γi are somehow specified and analyze the problem

I = min
u(x)

∫
Ω

F (∇u, γi)dx (14)

and then define the costs to arrive at the correct volume fractions mi.
Lagrangian F is equal to the minimum of several functions Wi +γi. It is

called multi-well Lagrangian and the components Wi are called wells. The
costs γi must be chosen so that no well dominates: Minimum corresponds to
different wells Wi(∇u) + γi for different values of ∇u. Formally, the range
of γi is restricted by the requirements that optimal volume fractions are
nonnegative, mi ≥ 0.

The nonconvexity (more exactly, nonquasiconvexity, see below) of F
poses several specific problems. The Euler equation for this problem is not
elliptic in certain domains Vfrb of the range of ∇u. These domains must be
avoided; the optimal solution ∇u jumps over the forbidden region Vfrb.

1.2. UNSTABLE SOLUTIONS

Nonconvex energy leads to nonmonotonic constitutive relations and there-
fore to nonunique constitutive relations: If W is nonconvex, equations (2),
(4) for ∇u have more than one solution. At equilibrium, one stress σ cor-
responds to several strains. The nonuniqueness is the source of instability
of a solution. The variational principle (8) selects the solution with the
least energy from the stationary solutions of (4). This optimal solution ∇u
typically oscillates between several values that correspond to different wells
Wi of the multiwell energy W , and the spatial scale of oscillation can be
infinitesimal.
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Questions about unstable solutions In dealing with nonconvex variational
problems, we cannot define the solution ∇u in every point; instead, we
are trying to answer several indirect questions about the solution, which
we formulate here repeating them twice in mathematical and mechanical
terms.

(1) What are the regions of v = ∇u that correspond to oscillatory and
smooth solutions, respectively? (1a) For what stresses and strains does the
composite correspond to less energy than any pure phase?

(2) What are the optimal values of v = ∇u in each well that alternate
in an optimal solution? (2a) What are the strains and stresses inside the
materials that form an optimal composite?

(3) What are minimizing sequences χ
(k)
i of partitions for an optimal

solution? (3a) What is the microstructure of an optimal composite?
Oscillatory solutions can be described in terms of some averages, by

passing to a ”relaxed” variational problem with a ”relaxed” Lagrangian.
The relaxed Lagrangian Wrelax(∇u) is equal to the average over a small
volume Lagrangian 〈W 〉(∇w) of an optimal fast scale oscillatory solution
w(x) with a fixed mean value, 〈w(x)〉 = u,

Wrelax(∇u) = inf
w(x): 〈w〉=u

〈W (∇w)〉

and it is assumed that w(x) is either quasiperiodic or stochastically homo-
geneous. This Lagrangian is called the quasiconvex envelope of the origi-
nal multiwell Lagrangian, and it corresponds to a unique solution of the
stationarity equation. Mechanically, the relaxed relation correspond to the
relations that link together locally averaged stresses and strains in a hetero-
geneous material with optimal microstructures. This averaged description
poses several problems as well:

(4) How to compute or bound the quasiconvex envelope that describes
the relaxed problem? (4a) What is the constitutive relation (or its estimate)
between the averaged stresses and strains in an optimal composite?

(5) How to define and obtain suboptimal solutions? (5a) What finite-
scale composites approximate the optimal infinitesimal microstructure? The
problem of suboptimality is not easy because of complicated microgeom-
etry. We need to simplify (coarse) this geometry by sacrificing not more
than a certain portion of the objective.

Answers: One-dimensional problem The unstable one-dimensional varia-
tional problem has the form

min
u(x)

∫ b

a
F (x, u, u′)dx (15)
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where x ∈ [a, b] is an independent variable. We assume that F (x, u, v) is
a nonconvex function of v(x) = u′(x) at least for some values of x and u.
Here u and v are n-dimensional vector functions of a real argument x.

The one-dimensional nonconvex problem (15) is relaxed by replacing
the Lagrangian F by its convex envelope CvF (x, u, v). The convex envelope
CvF (v) of a scalar function F of a n-dimensional vector v ∈ Rn is solution
to the following problem (see [75])

CvF (v) = min
m1,...mn+1,ξ1,...,ξn+1

n∑
i=1

miF (v + ξi) (16)

where mk are nonnegative parameters, mk ≥ 0 such that m1+ . . .+mn+1 =
1, and ξi are n-dimensional vectors such that

n+1∑
i=1

miξi = 0.

The convex envelope CvF (x, u, v) of the Lagrangian F (x, u, v) is computed
with respect to the variable v while u and x are treated as parameters.

Consideration of the relaxed problem helps to answer the above ques-
tions as follows:

(1) The minimizer u(x) is oscillatory and its derivative v = u′ alternates
its values infinitely fast if the value of the convex envelope is smaller than
the value of the function, CvF (x, u, v) < F (x, u, v). If these two coincide,
CvF (x, u, v) = F (x, u, v), the Lagrangian is convex, and the minimizer is
smooth. The derivative v of an optimal solution never takes the values in
the forbidden region,v 6∈ Vfrb where

Vfrb = {v : CvL(x, u, v) < L(x, u, v)} .

(1a) An oscillatory solution indicates that a composite is optimal, a
smooth solution means that a pure phase is optimal.

(2) An oscillatory optimal solution takes at most n + 1 values v + ξi in
a proximity of each point (Caratheodory theorem, see [75]); these values
correspond to different convex wells and are called supporting points of the
envelope. Each well supports not more than one point of v + ξi. (2a) The
values v+ξi can be interpreted as strains (stresses) inside the pure material
of the optimal composite. Each material is characterized by a pair of stress
and strain.

(3) The details of the partition of the interval are of no importance,
only the measure mi of the subintervals where v = u′ takes specific values
v + ξi is important. The fractions mi vary according to the values of u and
x, adapting the composite to the varying conditions.
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(4) The computation of the convex envelope is an algebraic problem
(16). The constitutive relation between the average stresses and strains is
monotone in the sense that the Weierstrass E-function is nonnegative.

ECvF (v, v̂) = (v − v̂)T
d

dv
CvF (v) + CvF (v)− CvF (v̂) ≥ 0 ∀v, v̂.

(4a) Since the convex envelope is linear at least in one direction, the dual
variable (stress or strain) ∂

∂vCvF stays constant when v varies. This con-
stancy is interpreted as the optimality condition for the layout.

(5) Suboptimal solutions may correspond to a finite size of partition
of the interval [a, b] or to continuous solutions that oscillate with a finite
frequency.

Quasiconvex envelope The multivariable case is more complex because the
third argument v of the Lagrangian F (x, u, v) – the matrix v = ∇u – is sub-
ject to linear differential constraints. In contrast with the one-dimensional
case where v = u′ is an arbitrary integrable function, the partial derivatives
v = ∇u are subject to integrability conditions ∇× v = ∇×∇u = 0. These
conditions restrict the neighboring values of v = ∇u of a continuous vector
potential u.

Generally, multivariable variational problems deal with divergencefree,
curlfree, or otherwise linearly constrained fields that are subject to cor-
responding integrability conditions. Following Murat [71] and Dacorogna
[26], it is convenient to consider the general form of such constraints

A∇u =
n∑

j=1

d∑
k=1

aijk
∂vj

∂xk
= 0, i = 1, . . . , r (17)

where A = {aijk} is a constant r × n × d third-rank tensor of constraints.
We will assume the form L = L(v) of the Lagrangian, where v is subject
to (17).
Remark 1.1 The differential constraints on strain

∇× (∇× ε) = 0,

called compatibility conditions, deal with a linear form of second derivatives.
Here, for the sake of simplicity, we will deal mostly with the constraints
in the form (17); most results can be adjusted to a more general case of
constraints that involve the second derivatives.

The integrability conditions (17) introduce the dependence on a parti-
tion since they depend on the normal n and tangent t to the dividers of
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Ωi as well as on the properties of the neighbors. The tangent (t) compo-
nents t · ε · t of strain and the normal (n) components of vector σ · n are
continuous. These continuity conditions bond the neighboring fields in a
structure. Particularly, the supporting points v+ξi of convex envelope (16)
are interconnected because some of them must neighbor in the microstruc-
ture. Therefore the construction of the envelope must be modified to the
quasiconvex envelope, see [7, 20, 29, 44].

Consider an infinitely small cubic neighborhood ω of an inner point
x ∈ Ω. Assume that the mean field v is given and that the pointwise fields
are (almost) ω-periodic and subject to (17).

Quasiconvex envelope QL(v) is the minimum over all admissible per-
turbations with zero mean of the integral over ω of the Lagrangian L(v),

QL(v) = min
ξ(x)∈Ξ

1
‖ω‖

∫
ω

L(v + ξ)dx (18)

where ω is an infinitesimal cube, and the set Ξ is defined as

Ξ =
{

ξ :
∫

ω
ξ(x)dx = 0, A∇ξ = 0, ξ ∈ L∞(Ω)

}
. (19)

A Lagrangian L(v) is quasiconvex, if L(v) = QL(v). The quasiconvexity
of a Lagrangian means stability of the affine solution to all localized zero-
mean finite perturbations ξ that are consistent with the differential con-
straints. The solution is stable to the local perturbations if QL(v) = L(v)
and is unstable otherwise, when QL(v) < L(v). In the construction of the
quasiconvex envelope, one treats x as a constant and assumes the period-
icity of the perturbations ξ, which corresponds to the assumption that ω
is a infinitesimal neighborhood in Ω. In the one-dimensional case, the in-
tegrability conditions disappear and the quasiconvex envelope becomes the
convex envelope.

In contrast with the convex envelope, the quasiconvex envelope is a
solution to a variational not an algebraic problem. Correspondingly, the
solution depends on the geometry of the partition of a cube into subdomains
occupied with different materials (the microgeometry). The above questions
cannot be answered as simply as in the one-dimensional case; in the rest of
the paper we discuss the progress in understanding of them.

Methods of investigation of nonconvex variational problems The diver-
sity of the above questions corresponds to a number of methods. Below,
we outline recent developments of several explicit approaches to optimal
mixtures, methods that specify the problem reducing it to computable al-
gorithms. We assume that a physical problem is formulated as a minimal
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variational problem (8). Independently we discuss methods to reformulate
a minimax problem as a minimal one, see Section 4

(i). The lamination technique (Section 2) deals with an a priori con-
strained class of microstructures (laminates) and uses various optimization
schemes to search for optimal structures. The differential scheme (Section
2.3) allows for treatment of the problem of the best microstructure as a
regular control problem.

(ii). The classical variational conditions (Section 3) are based on classi-
cal Weierstrass-type structural variations. They are used to analyze fields
in optimal structures and describe or approximate regions of stable and
oscillatory solutions. One obtains the range of stresses and strains in each
of the mixed material and evaluates suboptimal solutions. The minimal
extension based on these conditions provides a Lagrangian that is stable
against a special class of perturbations, an upper bound for the quasiconvex
envelope.

(iii). The technique of bounds (Section 4) replaces the variational prob-
lem with a rough finite-dimensional optimization problem that constrains
the quasiconvex envelope from below. The bound takes into account dif-
ferential constraints replacing them with special integral inequalities on
admissible fields. In order to obtain the bound, duality is often used.

These techniques attack the problem from different directions but none
of them gives the complete solution. The lamination technique is based on
assumptions about the type of optimal geometry and the found structures
are generally not unique. The variational technique is a more direct ap-
proach but it assumes a special type of local perturbations. Generally, the
bounds are not expected to be exact, either. None of the above questions
is fully answered so far: There is a lot of uncharted territory ahead. How-
ever, several nonquasiconvex problems are fully understood, particularly we
know what are optimal composites for optimal two-phase conducting and
elastic composites, see examples in [20, 63].

2. Constrained minimizing sequences and control problems

2.1. THE LEGO OF LAMINATES

Generally, the fields in a microstructure are given by solutions of elasticity
problem with periodic boundary conditions and a layout χi of the materials.
The effective properties of a composite are computed through the integrals
of this solution. For a general type of geometry, the solution can be found
only numerically. However, there is an exceptional class of laminate micro-
geometries for which the elastic fields can be explicitly computed at each
point. Correspondingly, the effective properties can be explicitly computed
as well. Laminates are easily generalized to the structures called laminates
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of a rank – a multi-scale structure of laminates from laminates, from lam-
inates. The flexibility and richness of this class and relative simplicity of
calculation of the fields and effective properties made it subject to detailed
investigation by many authors such as Bruggeman, Hashin, Milton, Lurie,
Gibiansky, Norris, Avellaneda, Murat, Tartar, Francfort, Bendsøe, Lipton,
Kikuchi, Sigmund, and others.

Problems in which laminates are optimal The main feature of laminate
structures is constancy of the fields in layers. The fields also satisfy the
compatibility conditions (17) that link together the field in the neighbor-
ing layers and the normal to layers. For piece-wise constant fields, these
conditions take the form

B · n = 0 (20)

where n is the normal to the layers in the laminate, B is the r × d tensor
of discontinuities:

B = {Bik}, Bik =
n∑

j=1

aijk[vj ]+−, (21)

A = {aijk} is the tensor of differential constraints (17), and [Z]+− is the
jump of the value of Z at the boundary of the layers.

The compatibility conditions depend on the normal n. We show now
that if the number r of linearly independent constraints is less than the
dimension d, the compatibility conditions can be satisfied for any fields in
the layers, if the structure is properly chosen. In this case, the quasiconvex
envelope coincides with convex envelope, QF = CF which is supported by
the fields v + ξi that are constant within each well (material).

Let us show the compatibility of the N -well problem in the case when
r < d

QF = CF if r < d. (22)

We show that any N arbitrary fields are compatible in spite of constraints
(20). Consider a hierarchical structure of a laminate of (N − 1)st rank that
is the (N − 1) times repeated sequential laminate.

First we observe that any two fields v1 and v2 are compatible in a simple
laminate with specially chosen normal n1. Indeed, since the number r of
linearly independent constraints is less than the dimension d, rank of the
matrix B is equal to r. Therefore, the linear homogeneous system (20)
always has a solution – a d-dimensional normal n1 – because the rank of B
is smaller than d. Next, we replace the two fields with an average field v12

treating them as a homogeneous field in a new composite material. Then we
make the field v12 in this laminate compatible with the third field v3 using



12 A. CHERKAEV

the second-rank laminate structure and choosing its normal n2. This can
be done asymptotically if the width of the new layers is much larger than
the width of the layers in the first two materials. Continuing the process,
we build a laminate of (N − 1)st rank that contains N arbitrary fields
and the conditions (21) are satisfied. Finally, the convex envelope of N -well
potential is supported by at most N fields. Since these fields are compatible
in the constructed laminate structure, they also represent a minimizer of
the constrained problem – the quasiconvex envelope.

The structure of the described laminate is nonnunique if more than two
phases are mixed together. Indeed, one can combine the fields in a differ-
ent sequence; correspondingly, the normals will be different. Similarly to a
simple laminate which is the simplest structure for two-well potentials, the
nonunique (N − 1)th rank laminate is a basic element for problems with
the multi-well potentials. Particularly, the relaxation of any nonconvex La-
grangian L(∇u) that depends on a gradient of a scalar u (curl-free mini-
mizer) or on one or two divergence-free fields L(j1, j2), ∇· j1 = ∇· j2 = 0 is
done by constructing a convex envelope of the Lagrangian which coincides
with the quasiconvex envelope because (22) holds.

Laminates and minimizing sequences If the number of constraints is larger
than dimension, r ≥ d (as it is in elastic fields), arbitrary constant fields
v + ξi cannot be compatible. In this case, the quasiconvex envelope is not
smaller than the convex envelope, QF (v) ≥ CF (v) but is still not larger
than the function itself, QF (v) ≤ F (v). In order to compute an upper
bound of the quasiconvex envelope, we still can minimize the energy over
parameters of k-rank-laminate structures. The minimizers are the explicit
geometrical parameters of the laminate. Fields inside the layers are constant
and the explicit calculations of them is possible. This alone makes the lami-
nates an attractive tool. The minimum of the Lagrangian over all laminates
is called the laminate closure (see below, Section 2.2). It is not known yet
for what Lagrangians the laminate closure coincides with the quasiconvex
envelope. There are numerous examples of such coincidence starting from
[52, 78]; however, there are counterexamples, see Sverak [80] and Milton [63]
(where the elasticity problem is addressed). The laminate technique is even
used for complicated models of materials with time-dependent properties,
as in recent paper [50] by Lurie.

Laminates from linear materials The laminate technique is well devel-
oped for piece-wise quadratic energies that correspond to piece-wise linear
constitutive equations. In this case, effective properties of laminates are ex-
plicit tensor-functions of constituent materials, their fractions mi, and the
normal n to the layers; they are independent of the fields in the structures.
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Consider a laminate from two phases with the energies

W1(v) =
1
2
vT D1v + γ1 and W2(v) =

1
2
vT D2v + γ2

where D1 and D2 are the matrices of properties, γ1 and γ2 are the costs
of materials, and v is a vector of the fields. Introduce the subspace q on
the discontinuous components of v in a laminate with the normal n =
(n1, . . . , nd). The subspace q of discontinuous components of v is spanned
by all vectors qi orthogonal to the continuous components of v

qT p = 0, where p = {pij} :

{
pij =

d∑
k=1

aijknk

}
. (23)

The vector qv is discontinuous on the boundary with the normal n while
vector pv stay continuous.

One can show [20] that the laminate corresponds to the Lagrangian

W0(v) = min
m1∈[0,1]

[
1
2
vT Dlam(n,m1,D1,D2)v + m1γ1 + (1−m1)γ2

]

where Dlam is the effective tensor of the laminate that depends on the mass
fractions m1 and m2 = 1 − m1 of materials in it, normal n to laminates,
and properties D1 and D2 of the mixed materials as following

Dlam(n,m1,D1,D2) = m1D1 + m2D2

−m1m2 (D1 −D2)H (D1 −D2) (24)

H(m, q,D1,D2) = q
(
qT (m2D1 + m1D2)q

)−1
qT , (25)

The dependence on normal enters the formula through the dependence (23)
of q = q(n).

In order to obtain tensor Dk
lm of effective properties of laminates of the

kth rank, the iterative operation is used,

D
(k)
lm (nk,m1) = Dlam

(
nk,mk,D

(k−1)
lm (1),D

(k−1)
lm (2)

)
, (26)

where D
(k−1)
lm (1) and D

(k−1)
lm (2) are two laminates obtained at the previous

(k− 1)st iteration and function Dlam is defined in (24). The two laminates
D

(k−1)
lm (1) and D

(k−1)
lm (2) correspond to two different sets of structural pa-

rameters: normals and volumer fractions of phases. The resulting structures
with explicitly known properties are the laminates of kth rank. Optimiza-
tion of the properties of these structures over the volume fractions and
normals on each iteration leads to an upper bound of the quasiconvex en-
velope, or to the laminate closure.
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Special structures: Matrix laminates Formula (26) is especially simple
when the obtained on each step composite is laminated k times with the
pure phase D1. In this case, a matrix of layers of D1 is enveloping the ker-
nel D2; the structure is called matrix laminate of k-rank [20], its effective
properties tensor Dml is

Dml = D1 + m2

(
(D2 −D1)−1 + m1Pk

)−1
(27)

where

Pk =
k∑

i=1

αiqi

(
qT
i D1qi

)−1
qT
i (28)

and αi are nonnegative parameters such that

αi ≥ 0,
k∑

i=1

αi = 1. (29)

The energy of these or otherwise specialized laminates provides a com-
putable upper bound of the quasiconvex energy. Moreover, it was shown
that this bound is exact for several problems, such as G-closure of two con-
ducting phases, [51–53], the optimal elastic composite of maximal and min-
imal stiffness, suggested in [35, 36], and developed in [1, 2, 9, 10] the optimal
composite that minimizes a sum of energies of several loadings [5, 28, 31].
The iteration of the scheme leads to nesting sequence of multiply coated
structures that are optimal in a problem of coupled bounds, [21, 25]. In
these problems, the upper bound coincides with an independently obtained
lower bound (see below, Section 4)

2.2. LAMINATION CLOSURE

The lamination closure consists of all tensors that can be obtained by se-
quential laminates of an arbitrary order. The boundary of the closure can
be described as a minimal set of tensors that includes the stiffness tensors
of the original materials and stays convex under a class of transformations.
It was studied in many papers starting from Francfort and Milton [30],
Milton [61], see also a recent development in [20, 63].

The constitutive equations for laminates with a fixed normal can be
solved (see [6]) for the discontinuous components of stresses and strains,


 t · σ · t

n · σ · t
n · ε · n


 = Tn(C)


n · σ · n

t · σ · n
t · ε · t


 (30)



APPROACHES TO NONCONVEX VARIATIONAL PROBLEMS 15

After this transform, the effective coefficients of laminates Tn(Clam) with
a fixed normal n can be described as a convex envelope stretched on the
matrices Tn(Ci) of the coefficients of the original materials Ci,

Tn(Clam) =
∑

i

miTn(Ci)

because the vector in the right-hand side of (30) is constant in the laminate
structure. The lamination closure LC of the set of stiffness tensors Ci of the
original materials is the minimal set of tensors C that (i) results in convex
set of transforms Tn(C) for any normal n and (ii) includes the tensors Ci,

Tn(C)|C∈Lc is convex ∀n, Ci ∈ LC

The procedure of explicit calculation of lamination closure is complicated
unless the additional restrictions on the geometry are imposed, see for ex-
ample [30], [60] [61], [46] or the asymptotics are considered, as in [65].

2.3. DIFFERENTIAL SCHEMES AND CONTROL PROBLEM

Differential scheme The rank of laminates can be infinite. In this case,
effective properties are found using the so-called differential scheme. Differ-
ential scheme further restricts the class of laminates but allows for formu-
lation of a regular control problem. It was used starting from Bruggeman
[14, 15], developed by Norris [74], Lurie and Cherkaev [55], Avellaneda [3],
Hashin [40], and other authors.

Assume that an infinitesimal amount of a material is added to a com-
posite in a laminate and consider the variation of effective properties. One
can show [20] that the evolution of the effective tensor is described by the
tensor-valued differential equation

µ
d

dµ
∆(µ) = Ψ(∆(µ),D, n). (31)

where µ ∈ (0, 1] is the current amount of the materials in the mixture, ∆(µ)
is the current value of the effective tensor of the material under construc-
tion, and D = D(µ) is the tensor properties of the material added at the
“instance” µ. The formula for Ψ can be easily derived from (24) in the form

Ψ(∆(µ),D, n) = [(∆(µ)−D)− (∆(µ)−D)H(∆(µ)−D)], (32)

where
H = q[qT Dq]−1qT and q = q(n(µ)).

Functions n(µ) and D = D(µ) can be treated as controls. The optimization
objective is to minimize the energy σ : D(1) : σ of the final mixture.
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Generalizations The scheme can be easily generalized if we allow to add
to the mixture not only pure materials D(µ) but also a known structures of
them, such as the laminates in a smaller scale. In this case, the added mate-
rial D(µ) becomes an effective tensor of these structures which is assumed
to be a known function of the properties Di of initially given materials,
their volume fractions ci = ci(µ) and the orientation na = na(µ). If two-
materials laminates are added, the tensor D(µ) is given by (24), (23) where
m1 = c1(µ), m2 = 1 − c1(µ), and n = n(µ). The formula is naturally
generalized if N -phase-laminate is added,

D(µ) = Dlam(c1(µ), . . . , cN−1(µ), na(µ)). (33)

Remark 2.1 The differential scheme assumes infinitely many scales of av-
eraging and leads to “physically unrealistic” structures. However, this and
similar schemes are used to show the attainability of a homogenized consti-
tutive relations or to find the limiting constitutive relations. From this view-
point, we should not worry about the realistic character of the microstruc-
tures more than about manufacturing Serpinsky gasket.

The structures obtained by the differential scheme form a subset of lam-
ination closure. The herring-bone-type structures, random laminates, etc.
are not included in the scheme, unless it is modified. An obvious modi-
fication would allow us to add use more complex structures than simple
laminates. At the other hand, the described structures are obtained by a
regular differential equation and their variety is easy to describe and opti-
mize.

Optimal control problem Using the differential scheme, one can formulate
a regular control problem as in [55]. The problem is: Minimize φ(D(1)) sub-
ject to differential constraint (32), the representation (33), and the integral
constraints

mi =
∫ 1

0
cidµ, i = 1, . . . k − 1

that express the constraints on available amounts of materials.
The controls are: the normal n(µ) of the laminate at the instance µ,

and the characteristics of the added laminate: Its relative volume fractions
cik(µ) and the normal υ(µ). Evidently, the added laminate can be replaced
by some other known microstructure, including those obtained by the dif-
ferential scheme itself.
Remark 2.2 A distinguished feature of this problem is the irreversibility of
the mixing. One can show that the constructed optimal structure belongs to
the boundary of the G-closure all the time; if it does not, the trajectory can
be improved. What is changing is the amounts of the already used materials.
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The solution to this control problem exists and it can be found from
either Pontryagin maximum principle or Bellman’s dynamic programming.
The set of extremal properties obtained by differential scheme is yet an-
other narrowing of the laminate closure that can be called the sequential-
lamination envelope.

3. Variations and analysis of fields

3.1. STRUCTURAL VARIATION

Structural variations method focuses on evaluation of the fields in optimal
structures. This method investigates stability of solutions to a special class
of variations. An optimal layout may form either a finite or infinitesimally
fine structure, but it still consists of the patterns from initially given mate-
rials. Variational method characterizes the stress in the materials (phases)
within an optimal structure. Basic technique of calculus of variations is
used. No assumptions are made about the geometry of microstructures in
optimal layouts. To the contrary, the very appearance of microstructures
in an optimal design is deducted from analysis of the necessary conditions.
The earlier development of structural variations was done by Lurie [48] (see
also related approach by Murat [69]); the technique was developed in [59]
and in the recent works [16, 17, 20, 43, 45].

Structural variations – Weierstrass-type test Consider again the problem
(11) of optimal layout of several materials in the domain Ω that minimizes
the energy of the elastic equilibrium. The finite number of given materials
requires special variational technique because the variation of the properties
caused by interchanging of the materials are finite, not infinitesimal. The
only small parameter is the measure of the support of the variation.

Consider the following local variation. Place an infinitesimal inclusion
of one of the admissible materials Cincl into an arbitrary interior point of
the domain ΩH of the host material Chost. Alternatively, place a dilute
matrix-laminate composite (27) made of the material Chost (the matrix)
and an infinitesimal fraction of the material Cincl (the inclusions). Then,
perform the following calculations:

(i) Compute the perturbation of the fields and the increment of the
objective functional – energy. To compute the increment we may either use
modified Eshelby-type formulas [68] or simply compute effective properties
of a dilute matrix-laminate structure (27) when the volume fraction of
the inclusions becomes infinitesimal. The corresponding formula for the
variation δD of average properties follows from (23) when m2 = δm � 1

δD =
(
(Dhost −Dincl)

−1 + Pk(Dincl, n, α)
)−1

δm.
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Here δm is the infinitesimal volume of the inclusion, and the term Pk(Dincl, n, α)
is defined in (28) where one puts D1 = Dincl.

Applied to the stress energy Wσ, The increment δWσ of the energy
becomes

δWσ =
1
2
σ : (δS) : σ δm + o(δm). (34)

The increment δJ of the objective is equal to

δJ = δWσ + (γincl − γhost)δm + o(δm)

where the second term accounts for the difference in costs of the materials.
(ii) Next, the increment δWσ in (34) is maximized by choosing the “most

dangerous” variations, that is by choosing structural parameters α1, . . . , αk

and n1, . . . , nk. (Here we follow the method suggested by Lurie in [48]).
These parameters enter the problem through term Pk(Dincl, n, α) (see (28))
that represents the shape and orientation of the inclusions. The resulting
most dangerous variation

∆(σ,Dhost) = max
n,α

δJ, α = {α1, . . . , αk}, n = {n1, . . . , nk} (35)

depends only on the field σ at the point of the subdomain Ωhost where the
inclusion is inserted.

Remark 3.1 If the number of available materials is greater than two, we
generalize the variation scheme by allowing more complex inclusion such as
a laminate composite of several materials and maximize the increment by
the composition of Dincl; in this case, the cost γincl of the inclusion becomes

γincl =
∑
m

βmγm

where γm is the cost of mth material in the composition, and βm is its vol-
ume fraction in the inclusion. If the composite inclusions are used, ∆(σ,Dhost)
is the result of maximization of the increment over the structural parame-
ters and the composition of the inclusion.

Remark 3.2 One can argue that an optimal structure could be a never-
ended sequence of embedded laminates, or similar fractal structure, see [4],
[13] and there is no solid neighborhood of a material to put the inclusion
in. However, this sequence is a result of an asymptotic process and the
inclusion can be smaller that the domain of a pure phase; its size should go
to zero faster than the size of the domain. The fields in materials are defined
almost everywhere except of the points of accumulation; correspondingly, the
conditions could be applied almost everywhere.



APPROACHES TO NONCONVEX VARIATIONAL PROBLEMS 19

3.2. ANALYSIS OF OPTIMALITY CONDITIONS

Increment ∆(σ,Dhost) of an optimal configuration is nonnegative for all
trial inclusions, therefore the uniform in x inequality holds

∆(σ,Dhost) ≥ 0 ∀x ∈ Ωhost.

Indeed, if the increment can be made negative by inserting an inclusion to
the design, the layout is not optimal and the variation improves it.

Solving the optimality conditions ∆(σ,Dhost) ≥ 0 for σ, we obtain in-
equalities for the region Vhost of optimality of the tested material in the
form

σhost ∈ Vhost if D = Dhost.

The procedure is repeated for all given materials. This way, we construct
the sets V1, . . . ,Vn where field σ in the corresponding materials satisfies
the optimality conditions. If the materials are isotropic, these sets depend
only on invariants of the fields σ. Notice that the optimality conditions
assume the form of inequalities. This feature is expected because the set
D1, . . . ,DN of values of the controls consists of several isolated points.

The detailed analysis of the optimal fields in optimal conducting [20]
and elastic [16, 17] designs reveals the following properties of two-material
mixtures (two-well Lagrangian) from linear elastic materials: Strong and
expensive material C1 is never understressed. A norm Ns(σ) of the stress
in the strong and expensive material in an optimal structure is bounded
from below:

Ns(σ) ≥ ηs(C2, C1, γ2 − γ1), if σ ∈ V1 (36)

Similarly, weak and cheap material C1 is never overstressed: In an optimal
structure, a norm Nw(σ) of the stress tensor in that material is bounded
from above

Nw(σ) ≤ ηw(C1, C2, γ1 − γ2), if σ ∈ V2 (37)

Satisfaction of these necessary conditions is equivalent to the requirement
that a norm of the field is each material is uniformly bounded everywhere
in the optimal design.

We show the expressions for Nw and Ns assuming for simplicity in for-
mulas that the Poisson ratios in the materials equal zero. These conditions
are as follows: The eigenvalues σ1, σ2 of the stress field in the weak material
belong to the intersection of two elliptic neighborhoods of zero,

Nw(σ) = min{ασ2
1 + βσ2

2 , ασ2
2 + βσ2

1}

where α1 > 0, α2 > 0, and ηw > 0 are the constants that depend only on
the material’s properties of the inserted and the host materials, see [16].
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The eigenvalues of the stress tensor in the strong material lie outside of the
convex envelope of the ellipses,

Ns(σ) = C
{

σ2
1

α
+

σ2
2

β
,

σ2
2

α
+

σ2
1

β

}

where ηs depends on the material’s properties. Sets V1 and V2 are dual.
Forbidden region There is a nonempty supplement Vfrb to sets V1 and
V2 where none of the materials is optimal. This is the region where the
quasiconvex envelope of the Lagrangian is strictly less than the Lagrangian
itself. If the applied average field 〈σ〉 belongs to this region, the pointwise
field splits into several pieces σi, each in an allowed region Vi,

〈σ〉 =
∑

i

ciσi, σi ∈ Vi, 〈σ〉 ∈ Vfrb. ci ≥ 0, c1 + . . . cN = 1

and the optimality conditions are satisfied in every point. Because of this
split, the structure appears that sends the point-wise fields in the materials
away from the forbidden region Vfrb. This phenomenon explains appear-
ance of composites in optimal structures. In the optimal composite zone,
the stresses inside the materials belong to the boundaries of the Vi sets
everywhere, while the mean stress belongs to the forbidden region. An op-
timal structure adjusts itself to the stress conditions by varying volume
fractions of the phases and the normals to the boundaries.

Necessary conditions and optimal microstructures The optimality condi-
tions (36) and (37) also explain the infinitesimal scale of alternations. In-
deed, we expect that the stress in each material remains on the boundary of
its permitted regions in some subdomains Ω+

w and Ω+
s of the design domain

Ω. In these subdomains, the stress field satisfies the elasticity equations
and, in addition, the conditions

Ns(σ) = ηs if x ∈ Ω+
s ,

Nw(σ) = ηw if x ∈ Ω+
w .

(38)

The last conditions overdetermine the system for the stress and cannot be
satisfied in the domains Ω+

w and Ω+
s with nonzero interiors. Indeed, the

stress of any fixed layout is uniquely determined from the elasticity equa-
tions; varying the division line between phases, one can enforce the equal-
ities (38) along some lines but not everywhere in a domain with nonzero
interiors. To solve this contradiction we suggest that the domains Ω+

w and
Ω+

s of finite measures are divided by a dense (fractal-type) boundary that
passes infinitely close to each point in these domains. This means the ap-
pearance of a microstructure in an optimal design.
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The fields in different materials within the structure belong to the dis-
connected sets Vi that surround the forbidden region; in the same time,
they are competitive with each other, which means that the equations

n · [σa−σb] ·n = t · [σa−σb] ·n = t · [Saσa−Saσb] · t = 0, σa ∈ Va, σb ∈ Vb

hold on the dividing line. Here the indices a and b denote the neighboring
materials. The jump over forbidden region Vfrb is only possible if the nor-
mal n to the dividing surface is specially chosen or composite has a special
microstructure. Particularly, one can check that the norms of the fields in
the first and the second materials in laminates and in second-rank orthogo-
nal laminates belong to the boundaries of their sets V1 and V2 if structural
parameters are optimally adjusted to the applied field σ. The structural
parameters are: the orientation of the layers and their fraction(s). When
the applied field varies, the norms N1 and N2 stay constant. The same is
true (see [20]) for the Hashin-Shtrikman coated spheres structures [41] that
are optimal if the external stress is isotropic.

Three-dimensional optimal structures The analysis can be extended to a
three-dimensional case, see [17]. The permitted regions are similar: The
eigenvalues of the optimal stress in the weak material correspond to the
intersection of three oblate spheroids, Nw ≤ ηw where

Nw(σ) = min
{
α(σ2

1 + σ2
2) + βσ2

3 , α(σ2
2 + σ2

3) + βσ2
1, α(σ2

3 + σ2
1) + βσ2

2

}
.

In each point, stress belongs either to surface of a spheroid, or to the line
of intersection of two spheroids, or to a point of intersection of all three of
them.

The permitted region for the eigenvalues of the stress in the strong
material corresponds to the convex envelope stretched on the three larger
prolate spheroids dual to the first ones, Ns ≥ ηs

Ns(σ) = C
{

σ2
1 + σ2

2

α
+

σ2
3

β
,

σ2
2 + σ2

3

α
+

σ2
1

β
,

σ2
3 + σ2

1

α
+

σ2
2

β

}
.

This envelope consists of the parts of original spheroids, the cylindrical
surfaces between pairs of them, and a plane triangle supported by three
symmetric points of the three ellipsoids. The two norms are dual.

The constraints on the optimal three-dimensional stress field matches
the variety of optimal structures independently found in [33], [1] in which
the necessary conditions are satisfied as equality pointwise. It is shown
that the optimal structures are the matrix laminates of third rank, that
can degenerate into second-rank laminates and further into simple lami-
nates. Optimal simple laminates correspond to the fields in both phases
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that belong to the boundaries of spheroids of the permitted fields. Opti-
mal second-rank cylindrical matrix laminates correspond to a field in the
weak material that belongs to the intersection of two spheroids, and to a
field in the strong material that belongs to the cylindrical part of complex
envelope stretched on two spheroids. Optimal third-rank matrix laminates
correspond to an isotropic constant field in the weak material that belongs
to the intersection of all three spheroids, and a field in the strong material
that belongs to the flat part of the complex envelope stretched on three
spheroids. This analysis again shows the duality of the structures and fields
in optimal micro-geometries.

Types of optimal micro-geometry in three-material composites Three-material
mixtures can be optimal only if the cost of the intermediate material is ac-
curately chosen, see [20]. The too expensive intermediate material never
enters the optimal composition, and the too cheap material will be used
together with the worst and the best materials, but not with these two
together.

The region of permitted fields in the intermediate material lies between
the permitted regions of outside materials; therefore the norm of the in-
termediate material in an optimal mixture is distanced from both zero
and infinity. This implies that the three materials in an optimal structure
cannot meet in an isolated point because then the norm of fields in all ma-
terial would go either to zero or to infinity in the proximity of this point.
We conclude that either the three materials never meet in an optimal mi-
crostructure because two of them are inclusions in the third one, or they
meet in a dense set of points as in laminate of the second rank.

Suboptimal projects The necessary conditions technique allows to eval-
uate suboptimal designs, see [16]. The optimality is naturally expressed
through the fields in materials, not through the microstructure which can
be nonunique and which parameters are hard to quantify. Checking the
fields in a design, we can find out how close these fields are to the bound-
aries of the permitted regions Vi and conclude about suboptimality of the
design. In a suboptimal structure, the fields in phases do not always belong
to the regions Vi but one can measure the norm of the distance between the
actual field and its region of optimality Vi and judge about the closeness of
a design to the optimal one. The ability to quantify suboptimal projects is
specific for this method and cannot be extended to the laminate technique.
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3.3. MINIMAL EXTENSION

The structural variation methods allows us to construct an upper bound
of the quasiconvex envelope of the Lagrangian obtained by the minimal
extension procedure, [20]. The minimal extension provides a Lagrangian
that is stable to a specified class of variations. As other variational methods,
the extension is based on an a priori assumptions about the class of used
variations, therefore it does not result in a “final” or universal extension.

Minimal extension SF (σ) is the maximal function that is smaller than
the original Lagrangian F (σ),

SF (σ) ≤ F (σ) ∀σ

and cannot be improved by any local variations,

min
variation

δlocal

(∫
Ω

F (σ)dx

)
= 0

In other words, the extended Lagrangian SW (ε) has the following prop-
erties:
(i) It preserves the cost of the variational problem (3);
(ii) It leads to a stationary solution defined for all fields (including those in
the forbidden region), which cannot be improved by the class of considered
variations.
Remark 3.3 The last property distinguishes the minimal extension from
quasiconvex envelope. The quasiconvex envelope is the maximal Lagrangian
that is smaller then the original Lagrangian and corresponds to a solution
that cannot be improved by any local variations. The definition of minimal
extension softens the last requirement by specifying the class of trial local
variations, thus making the extension computable by a regular procedure. In
other words, the quasiconvex envelope is a limit of the minimal extension
when the class of variations includes “everything”.

Let us illustrate the approach on the same problem of optimal mix-
ture of two linearly elastic materials. It is convenient to represent extended
Lagrangian SW (σ) in the form

SW (σ) =
1
2
σ : Sextd : σ + γextd, Sextd = Sextd(σ). (39)

Here Sextd(σ) is a tensor of properties that depends on σ. The tensor Sextd
can be interpreted as an anisotropic compliance tensor of composite, made
of initially given materials. The structure of the optimal composite and its
effective tensor Sextd varies together with the external field σ. The compli-
ance Sextd and the cost γextd must be chosen so that no structural variation
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can improve the cost of the variational problem and that the most danger-
ous variation leaves the cost unchanged. The cost term of the extension
accounts for composition of the mixture

γextd =
N∑

i=1

miγi. (40)

When the mean field σ belongs to one of the permitted regions Vi, the
extended Lagrangian SW (σ) coincides with the original Lagrangian:

SW (σ) = W (σ) ∀σ ∈ Vi, i = 1, . . . , P.

or
Sextd = Si, γextd = γi ∀σ ∈ Vi, i = 1, . . . , P.

When the mean field σ belongs to the forbidden region Vfrb we define the
extended Lagrangian (the tensor Sextd) from the requirement that no struc-
tural variation improve the objective and the most “dangerous” variation
keeps the objective unchanged.

The scheme is as follows: A trial inclusion from the given materials or
their composition is inserted in the unknown optimal material Sextd(σ)
that corresponds to the field σ ∈ Vfrb. We call the extension neutral with
respect to the variation if

∆extd(σ, Sextd) = 0 ∀σ ∈ Vfrb (41)

where ∆ is the maximal increment computed as in (35). The condition of
neutrality (41) implicitly determines the optimal tensor Sextd(σ) and the
extended Lagrangian.

Thus, the minimal extension SW of the Lagrangian W is defined by a
variational inequality:

SW (σ, Sextd) = Wi(σ), ∆extd(σ, Sextd) ≥ 0, ∀σ ∈ Vi,
SW (σ, Sextd) ≤ Wi(σ), ∆extd(σ, Sextd) = 0, ∀σ 6∈ ∪Vi

Remark 3.4 Applied to one-dimensional variational problems, a similar
scheme of minimal extension results in an extension equal to the convex
envelope of the Lagrangian. Assuming that the extension is based on Weier-
strass variation instead of the structural variation, it is easy to check that
the extension is equal to the convex envelope CvL(x, u, v) of the Lagrangian
L(x, u, u′).

In the multivariable case, the described extension gives an upper bound-
ary of the “final” extension (the quasiconvex envelope of the Lagrangian)
which may or may not coincide with it. An example of exact extension given
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in [20]. At the other hand, one could think of a wider class of variations
that could lead to another extension with larger ∆(σ).

4. Bounds and duality

4.1. VARIATIONAL PROBLEMS AND BOUNDS FOR EFFECTIVE
PROPERTIES

The sets of the effective properties of all possible structures from given
materials is called the G-closure of the set of these materials. To obtain the
bounds for effective properties, we consider variational problems of energy
minimization by a periodic layout.

Bound related to the energy minimization The first problem is minimiza-
tion of the energy of an affine external field is applied to the structure.
Assume for definiteness that the strain energy Wε(C(χ), ε) is minimized.
The energy Wε(C(χ), ε) of a periodic layout equals to the energy of the
equivalent homogeneous material (composite),

〈Wε(C(χ), ε)〉 = Wε(C∗, 〈ε〉) (42)

and defines the effective properties tensor C∗ as the coefficients in the right-
hand side of (42).

In order to constrain the set of tensors C∗, we find a lower bound for
the energy of the type

Wε(C(χ), ε) ≥ Bε(CB , 〈χi〉, 〈ε〉), ∀ε ∀χ

where B is an explicit function of the mean field 〈ε〉 and volume fractions
mi = 〈χi〉. One can show that B is a second-degree homogeneous function
of 〈ε〉,

B = 〈ε〉 : CB

(
〈χi〉,

〈εi〉
‖〈εi〉‖

)
: 〈ε〉. (43)

In this procedure, the energy of an optimal composite is defined by the
quasiconvex envelope of the multiwell Lagrangian and the lower bound
should restrict this envelope from below.

Then, we pass from the bounds for an optimal energy to constraints on
the range of optimal effective properties tensor and conclude that C∗ ≥ CB .
Tensor CB depends on invariants of the applied field, see (43). We eliminate
this dependence and obtain the G-closure.

Duality and bounds The energy and its estimate are defined up to additive
constants. To deal with this uncertainty, we take into account the dual form
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of the energy – the Legendre transform of it. The dual energy has the form

Wσ(σ) = max
ε
{ε : σ −Wε(ε)} (44)

and it is an involution

Wε(ε) = max
σ

{ε : σ −Wσ(σ)} (45)

the differential constrains (1) on σ and the constraint in (3) on ε are also
mutually dual. The sum of the energy Wσ and its dual form Wε is equal to
the work of applied forces

Wε(ε) + Wσ(σ) = ε : σ

and is completely defined. On the other hand, the sum of the quadratic
energy and its dual is still a quadratic form of the vector (σ, ε) of double
dimensionality and can be estimated by the same procedure as a single
energy.

Physically, the estimation of two forms of the energy correspond to
estimation of the reaction of a structure to two ways of loading. A structure
can be loaded by either external tension forces or external elongation, or
both: Forces in one direction and elongation in the other. Hence, either the
average stress 〈σ〉 or the average strain 〈ε〉 in a structure are prescribed. The
estimate of the strain energy Wε(ε) is expressed thorough the prescribed
average strain 〈ε〉, and the estimate of the dual stress energy W ∗(σ) –
through the prescribed average stress 〈σ〉.

Several loadings To tighten the bounds, we can minimize the sum of ener-
gies caused by several mutually orthogonal homogeneous external loadings
applied to the periodic structure, which is expressed by the Lagrangian of
the type

Πε(χ, ε1, . . . , εn) =
n∑

i=1

Wε(χ, εi))

The layout χ remains the same for all loadings; in particular, the jumps of
the fields caused by different independent external fields occur at the same
dividing surfaces; therefore the pointwise fields in the structures are related.
This relation is taken into account by the translation method (described in
the next section) that tightens the lower bound for the sum of energies.

A more general minimized quantity Π(k)
εσ is the sum of the energy of the

periodicity cell and its dual form; it has the form

Π(k)
εσ = Πε(χ, ε1, . . . , εk) + Πσ(χ, σk+1, . . . , σn)
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One must consider several problems of this type for different k = 0, . . . , n to
completely characterize the set of effective coefficients. When the loading
varies, the optimal structure varies too; the procedure must be applied
for all possible combination of the loadings. The resulting set of coefficients
describes the set of effective tensors of the structure that optimally respond
to any given loading combination; they form the boundary of the G-closure.

4.2. TRANSLATION METHOD AND DEVELOPMENTS

We show the technique for derivation of lower bounds working on the ex-
ample of bounding the quadratic strain energy Wε.

Convex envelope and harmonic-mean (Wiener) bound The simplest lower
bound for the nonconvex Lagrangian can be obtained by neglecting the dif-
ferential constraints on the strain field ε. Lifting the constraints, we enlarge
the set of minimizers and achieve a deeper minimum. If these constraints are
lifted, the field becomes constant within each material and the calculation
of the minimum of a multiwell Lagrangian becomes elementary algebraic
problem; its solution is given by the convex envelope CL of the Lagrangian
L. Because the wells are convex, the convex envelope is supported by at
most one point in a well. Therefore the convex envelope CWε(ε) at the point
ε has the form

CW (ε) = min
εi,mi

n∑
i

miWε(εi) (46)

where
n∑
i

mi = 1, mi ≥ 0, ε =
n∑
i

miεi

and the bound is given by the inequality

Wε(C∗, ε) ≥ CW (ε) ∀C∗. (47)

As we mentioned above, this bound is achievable at a laminate structure,
if the rank of aijkuj is less than d.

For quadratic energies of the type W (ε) = 1
2εT Diε + cε where cε is an

undefined constant, the bound is computed to be

CW (ε) =
1
2
εT CHε + cB , CH =

(∑
i

miC
−1
i

)−1

= 〈C−1
i 〉−1 (48)

where CH is a harmonic mean and cB is an additive constant. Because of
arbitrariness of the field ε, the above bound implies the inequality

C∗ ≥ CH
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known in elasticity as one of the Hill bounds.
Remark 4.1 The presence of the additive constant cε in this energy does
not poses a problem because the strain fields ε can be made arbitrary large
and the constant cε can be neglected. However, in the next problem (Section
4.3) cB should be eliminated by estimating the sum of energy and its dual
form.

The complementary bound for the effective properties is obtained by
the same procedure, estimating the dual energy Wσ = 1

2σ : S : σ + cσ

where S = C−1 is the compliance and cσ is a constant. It has the form

S∗ ≥ SH or C∗ ≤ 〈C〉.

Alternatively, one can estimate the sum of these two energies obtaining
the above bounds at once and not worrying about the additive constant,
because cε + cσ = 0 due to the duality relations (44), (45).

Improved bounds The bound by a convex envelope can be improved if
some relations which follow from the differential constraints (17) are taken
into account. Indeed, the vector Θ = {ε1, . . . , εk, σk+1, σn} combined from
components of all fields is not a free vector but relates to the solution of an
elasticity problem (2). As such, it is constrained by inequalities of the type

φ (〈Θ〉1 , . . . , 〈Θ〉n ,m1, . . . ,mn,D1, . . . ,Dn) ≤ 0 (49)

Here, 〈 〉i is the average field within ith phase, m1, . . . ,mn are the volume
fractions and D1, . . . ,Dn are material properties of the phases.

To obtain the bounds we need to find (prove) inequality that holds for
all admissible layouts. This inequality should be nontrivial: It should not
hold for arbitrary vectors Θ but for the solutions of the elasticity equations.
The inequality (49) must be added to the procedure of estimation of the
lower bound (47) with the Lagrange multiplier t ≥ 0. The bound becomes

Wε ≥ max
t≥0

C(W − ε + tφ)− tφ (50)

The Hashin-Shtrikman bound [42], the translation bounds [20], and the
bound by Nesi [73] are all the examples of such bounds. They all relax
pointwise differential constraints by replacing them with integral inequali-
ties.

This technique was implemented to obtain bounds for effective compli-
ance tensor S∗ well-studied starting from the classical bounds by Reuss,
Voigt, and Hill. The bounds were tighten for isotropic materials by Hashin
and Shtrikman [41] and Walpole [83], then these bounds were coupled and
further tighten by Berryman and Milton [12] and (for two-dimensional case)
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by Cherkaev and Gibiansky in [22]. The coupled bound were obtained ex-
ploring the differential constraints on the stress and strain tensors using
the translation method [20]. Similar bounds for conducting materials were
obtained by by Hashin and Shtrikman, then these bounds were coupled and
further tighten by Lurie and Cherkaev [52], [53] and Tartar [81].

The key component of the technique is the inequalities (49). The quadratic
in Θ inequalities of the type

〈ΘT TΘ〉 ≤ 〈Θ〉T T 〈Θ〉 (51)

where T is not nonnegatively defined matrix, can be found either immedi-
ately from the divergence theorem, [52] or by using the theory of compen-
sated compactness [26, 62, 70, 71, 81]; numerous examples can be found in
[20] and [63]. For example, the quadratic inequalities (51) imposed on the
stress and strain tensors in two-dimensional elasticity are

〈det σ〉 = det〈σ〉, 〈det ε〉 ≤ det〈ε〉, (52)

(the inequality sign in the second relation is due to second-oder differential
constraints on ε)

Accounting for quadratic inequalities, we get the translated bounds of
the type

Wε(C∗ε) ≥
1
2
εT CP ε + cB , CP =

(
N∑

i=1

mi(Ci + T )−1

)−1

− T

where matrix T satisfy (51) and the inequalities Ci + T ≥ 0 for all Ci.
One can see that the property tensors are translated by matrix T , there-
after comes the name of the method [62]. The known quadratic inequalities
(translators) provide the exact bounds that match the lamination closure
for a number of two-phase composites. They are too rough to provide ex-
act bounds for multimaterial mixtures but they are sometimes exact even
for these problems [66] and and they always improve the harmonic mean
bounds.

There is no known technique to regularly derive nonquadratic inequali-
ties for the average fields. The hunt for new translators is a nonregular prob-
lem of finding inequalities for the solutions of partial differential equations
with periodic piece-wise constant coefficients that are valid independently
of the geometry of the structure. A recently found in [73] inequality of such
type states that in two-dimensional conductivity problem the determinant
of the matrix of gradients of the two solutions does not change its sign
anywhere in the periodicity cell. Adding this inequality to the translation
bound, Nesi [73] obtained new more restrictive bounds for multimaterial
mixtures.
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Meanwhile, the technique of the translation bounds is developed in an-
other direction: The bounds for effective properties are applied to various
problems. Among these problems are: minimization of the sum of elastic
energies in two [5] and three dimensions [31], see also [46], minimization of a
functional different from the energy, [19], [67], and compliance minimization
in the worst possible scenario of loading [24].

4.3. DUALITY AND BOUNDS FOR EXPANSION COEFFICIENTS

Here, we apply the method to find bounds for the anisotropic effective stiff-
ness and extension tensors of a multiphase composite made of expandable
materials, following [18]. These bounds link an anisotropic effective com-
pliance S∗ and anisotropic extension tensor α∗ of a composite. One meets
these problems dealing with composites made of materials that experience
phase transition or thermal expansion.

The bounds for expansion coefficients are less developed than bounds
for stiffness. The existing bounds [77], [76], [39] deal with the isotropic
case, and the bounds by Gibiansky and Torquato [39] are extremely close
to the results of numerical optimization by Sigmund and Torquato [79].
The complicated algebraic structure of the isotropic bounds makes their
generalization for general anisotropic case not too attractive. In next sec-
tion, we derive general bounds for the anisotropic thermal expansion tensor
which are given by rather elegant tensorial expressions of a clear algebraic
structure.

Study of these anisotropic multiphase thermal expansion is important
for applications because most composites (for instance, laminates) are anisotropic.
The bound for anisotropic expansion coefficients estimates the maximum
and minimum of the effective expansion in any direction; they can be used
in structural optimization.

Composite from expanding phases An expandable material subject to a
transformation impact and an elastic load. The constitutive relation for
such a material is described as

ε = S : σ + α, ∇ · σ = 0, ∇× (∇× ε)T = 0 (53)

The expansion tensor α is a symmetric second rank tensor of deforma-
tion due to the temperature change or the phase transition. In thermal
elasticity, α is proportional to the temperature change; equation (53) is
normalized with this respect (the temperature change is equal to one). For
isotropic thermal-elastic materials, α is a spherical tensor; for materials un-
der austenite-martensite transformation, α is close to a deviator (tracefree)
tensor. The form of α∗ in a composite is unknown.
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We want to bound the range of effective tensors, knowing only properties
of the phases and their volume fractions in the mixture. The energy of an
expandable material can be presented in two mutually dual forms

Wε(C,Γ, ε) =
1
2
ε : C : ε + ε : Γ + cv, Wσ(S,α, σ) =

1
2
σ : S : σ + σ : α− cp

where Γ = −C : α is the expansion stress tensor, the constant tensor fully
determined by the eigenstrain α and the stiffness tensor C. The difference
between the parameters cv and cp

cv − cp =
1
2
α : C : α

can be derived from the duality relations (44). Notice that α enters a lower-
order term in the energy which makes the estimation more delicate than
the one for the compliance S that determines the main term.

A composite with perfect bonds between phases is characterized by the
effective relation between volume averaged stress 〈σ〉 and strain 〈σ〉 that is
similar to (53) with tensors S and α being replaced by the tensors of effec-
tive moduli S∗ and α∗, respectively. The expression for the energy changes
accordingly. The effective tensors depend on the moduli and expansion coef-
ficients of the mixed materials and on microstructure, but are independent
of the acting fields.

The bounds for the effective moduli are independent of the microstruc-
ture; they are represented by the inequalities of the type

G(S∗, α∗, Sph, αph,mph) ≥ 0

where mph = {m1, . . . mN} are the volume fractions of the phases in the
composite, Sph = {S1, . . . SN} and αph = {α1, . . . αN} are the moduli of the
phases. In order to obtain the bound, we deal with the following questions:
(i) What functional should be estimated? (ii) What expression bound the
functional from below? (iii) How to pass from the bound for the functional
to the bounds for the effective coefficients? (iv) What are the bounds when
void is present in the mixture?

The method We estimate the sum Wσ + Wε of the energy and its dual
form from below by using the translation method. Namely, we neglect the
differential constraints in (53) replacing them with inequalities of the type
〈σ : Tσ : σ〉 ≥ 〈σ〉 : Tσ : 〈σ〉 which are considered as algebraic constraints.
Here, Tσ is the matrix translator (for explicit form of T , see (52)). Matrix Tσ

is nonpositive defined and it provides the above inequality due to differential
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constraints on the field σ. The minimization problem becomes algebraic,
and the standard minimization procedure yields to the inequality

Wσ(S∗, α∗, 〈σ〉)+Wε(C∗, α∗, 〈ε〉) ≥
1
2
ΘT PBΘ+qT

BΘ+rB , ∀Θ = (〈σ〉, 〈ε〉)T

(54)
where the tensors PB = PB(mph, Cph) and qB = qB(mph, Cph, αph) of the
fourth and second rank, respectively, and the constant rB = rB(mph, Cph, αph)
are explicitly calculated. The left-hand side of the (54) is also a quadratic
function of averaged fields Θ = [〈σ〉, 〈ε〉] which coefficients are effective
properties C∗, α∗ of the composite. Eliminating the dependence of Θ, we
obtain the bounds for the effective properties as it is described below.

New bounds The inequality (54) yields to the following inequalities for
the effective coefficients. A matrix inequality(

S∗ + Tσ Tεσ

Tεσ C∗ + Tε

)
− PB ≥ 0 ∀T :

(
Si + Tσ Tεσ

Tεσ Ci + Tε

)
≥ 0, (55)

where i = 1, . . . , N ,

PB =

〈(
S + Tσ Tεσ

Tεσ C + Tε

)−1
〉−1

,

and Tεσ and Tε are the translators similar to Tσ. This inequality is obtained
from (54) when ‖Θ‖ → ∞. Inequality (55) estimates the leading term in
the energy; it does not depend on αph and coincides with the translation
bound for the effective elastic tensor. It contains, as particular cases, the
Hill bounds and the Hashin-Shtrikman-Walpole bounds for isotropic S∗.
Notice that tensorial inequality (55) for the sum of energy and its dual
naturally includes lower bounds for S∗ and C∗ and coupling between them.

The range of α∗ is determined by the scalar inequality

(α∗ − αE(T )) : PE(S∗, T ) : (α∗ − αE(T )) ≤ rE(T ) ∀T as in (55) (56)

where explicitly calculated coefficients: fourth-rank tensor PE, the second-
order tensor αE, and the scalar rE depend on the properties of the phases,
volume fractions, effective tensor S∗, and translator Tσ. It is obtained from
the requirement that the minimum of the difference d(Θ) between the left-
and right-hand sides of (54) over Θ is nonnegative for all Θ. We compute
the minimum of the quadratic d(Θ) over Θ and exclude Θ. The bounds
are independent of the structure of a composite and depend only on the
moduli of the phases and their volume fractions. The bounds for S∗ are
independent of the extension tensors of the phases, but the bounds for α∗
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depend on the compliance and expansion coefficients of the phases and on
the effective compliance tensor S∗ of a composite.

For each admissible tensor T , the coefficients of the effective tensor α∗
are bounded by an ellipsoid centered at αE(T ), and the bound (56) states
that they belong to the intersection of all such ellipsoids.

Special cases The results for the mixtures with voids are easily obtained.
This case poses difficulties for previously suggested bounds, see [79]. In this
case, the coefficients in (56) are simplified to

PE =
(
S̃∗ − 〈S̃−1〉−1

)−1
, αE = −〈S̃−1〉−1 : 〈Γ〉,

rE = 〈ΓT : S : Γ〉 − 〈Γ〉 : 〈S̃−1〉−1 : 〈Γ〉

where S̃ = S + Tσ and Γ = −S−1α.
The previously obtained bounds by Schapery [77], Rozen and Hashin

[76], and Gibiansky and Torquato [39] follow from our bounds. Particularly,
for the two-phase mixtures, the constant rE vanishes which leads to the
explicit relation α∗ = αE , which agrees with the result by Rozen and Hashin
[76]. If the effective tensor S∗ approaches its bound, some eigenvalues of
tensor PE go to infinity and the effective expansion coefficients tends to the
coefficients of αE , which agrees with the result by Gibiansky and Torquato
[39].

4.4. DUALITY AND BOUNDS FOR VISCOELASTIC MATERIALS

Reformulation of a saddle problem The duality and the Legendre trans-
form allows to reformulate several minimax variational problems as minimal
problems and to establish new minimal variational principles. In turn, these
principles permit applying the translation method technique. For example,
the translation bounds for a viscoelastic material tensors were established
in [23]. When a viscous-elastic material is subject to a harmonic excitation,
its state is described by equations of complex elasticity which look exactly
as the usual elasticity equations but the fields and properties are complex-
valued tensors. The real part and imaginary parts C ′ and C ′′ of this tensor
represent the stiffness and viscosity of a material.

The approach is based on an observation that the real and imaginary
part of complex elasticity equation can be viewed as the Euler equation for
a minimax variational problem with a quadratic Lagrangian

L(ε′, ε′′) =
1
2

(
ε′
ε′′
)T ( C ′ C ′′

C ′′ −C ′
)(

ε′
ε′′
)

(57)
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where the symbols ′ and ′′ denote the real and imaginary parts. The varia-
tional problem for the real and imaginary parts of the fields is

min
ε′ max

ε′′

∫
ω

L(ε′, ε′′)dx (58)

where ε′ and ε′′ satisfy inhomogeneous boundary conditions. Problem (58)
is of the min-max type which prevents the immediate use of the technique
of bounds.

Performing Legendre transform with respect to the real or imaginary
part of the complex field, or with respect to both, one transforms the La-
grangian to one of four forms; two of these forms correspond to minimax
problems, and two other correspond to minimal problems for the trans-
formed Lagrangian. The dual with respect to ε′ form of Lagrangian (57)
is

Lσ′ε′′(σ′, ε′′) =
1
2

(
σ′
ε′′
)T ( C ′−1 C ′−1C ′′

C ′−1C ′′ C ′ + C ′′(C ′−1)C ′′
)(

σ′
ε′′
)

(59)

and the variational problem becomes a minimization problem

min
σ′ min

ε′′

∫
ω

Lσ′ε′′(σ′, ε′′)dx

Euler equations of this transformed Lagrangian still give the real and imagi-
nary part of complex conductivity equation. The functional is a positive de-
fined quadratic function of the fields and the obtained variational principle
expresses minimum of the energy release rate (entropy production) per pe-
riod of oscillation. The technique of bounds is applicable to the Lagrangian
(59), it allows to obtain the coupled bounds for the real and imaginary part
of the effective tensor of a viscoelastic material, see [37, 38, 64].

4.5. DUALITY AND STRUCTURAL OPTIMIZATION

Optimal design problems often lead to minimax variational problems, see
for example [82] or are formulated as non-self-adjoin extremal problem for
a self-adjoin operator see [49] and [20]. Duality is used to relax a poly-linear
minimax problem of optimal design that cannot be immediately regularized
by the Legendre transform. To illustrate the approach, consider the simplest
problem of minimization of a functional related to a solution of conductiv-
ity problem. One can choose the layout of several isotropic conductors in
a domain Ω to achieve the minimum. This way, a structural problem of
minimization of a weakly lower semicontinuous functional of the solution
of the boundary value problem is formulated as a control problem:
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Minimize
I =

∫
Ω

Φ(u)dx +
∫

∂Ω
φ(u)ds (60)

where Φ and φ are continuous functions, and u solved the boundary value
problem

∇ · ∂

∂∇u
F (χ,∇u) = 0 (61)

that links together control χ and the solution u.
Adding this differential constraint with the Lagrange function υ to the

functional (60) and integrating by parts, we obtain the following min-max
problem

min
χ

min
u

max
υ

I(χ, u, υ)

where

I(χ, u, υ) =
∫
Ω
(Φ(u) +∇υ · F (χ,∇u))dx +

∫
∂Ω

(φ(u) + υF (∇u) · n)ds

If the materials are linear, F (∇u) = C(χ)∇u.

Local problem To find the best structure, we pass to the local problem that
describes an optimal microstructure in a neighborhood ω a point x0 ∈ Ω.
We obtain the min-max problem

L = min
χ

min
u

max
υ

I; I =
∫

ω
∇υT C(χ)∇u dx

where the mean fields 〈∇u〉 and 〈∇υ〉 and amounts mi = 〈χi〉 of the ma-
terials must be prescribed (they are determined later from the solution of
the problem in large). The formulated local problem describes the basic
element of an optimal structure, while the global problem describes the
distribution of these elements and variation of their properties on the large
scale.

In order to transform the local minimax problem to the minimal one, a
three-step procedure is needed because the Legendre transform with respect
to a linear term ∇υ is degenerative.

(i) Observe that the objective of the local problem linearly depends on
both magnitudes |〈∇u〉| and |〈∇υ〉| which implies that the magnitudes of
the fields in the local problem do not affect the distribution of the prop-
erties. Therefore, we normalize the fields assuming that |〈∇u〉| = 1 and
|〈∇υ〉| = 1.

(ii) Introduce new potentials

a =
1√
2
(u + υ) and b =

1√
2
(u− υ)
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and rewrite the local problem as the difference

I =
∫

ω

[
1
2
∇aT C(χ)∇a− 1

2
∇bT C(χ)∇b

]
dx (62)

One can check that gradients of a and b are orthogonal, 〈∇a〉 · 〈∇b〉 = 0.
(iii) Finally, perform the Legendre transform of the quadratic Lagrangian

(62) with respect to ∇b, introducing the dual to ∇b divergencefree variable
j (∇ · j = 0) and we arrive at the minimization problem

J = min
a,χ,j

∫
ω

[
1
2
∇aTC(χ)∇a +

1
2
jT C−1(χ)j −∇bT j

]
dx (63)

that requires the minimization of the energy (the first term of the La-
grangian) of the field ∇a and the complementary energy (second term)
caused by an orthogonal current field j.

Optimal composite minimizes the sum of the energy of the field ∇a
and complimentary energy of the orthogonal field j = ∇ × θ; the mean
values of both fields are given. This requirement implies that an optimal
composite must have the minimal resistance in a direction and the minimal
conductivity (or the maximal resistance) in an orthogonal direction. The
result is evident: the best structure is a laminate oriented so that the normal
to the layer is oriented along b. In terms of the original fields, the normal
bisects the directions of gradients ∇u and ∇υ of the primary and dual
potentials.

The technique remains the same for the elasticity operator. An optimal
structure minimizes a weighted sum of difference of the stress and strain
energy caused by two transversal fields. The structures are not completely
described yet but it can be shown that laminates of a rank are optimal in
asymptotic cases, see [20, 63, 65].

Conclusion The outlined techniques provide partial answers to the ques-
tions about solutions of nonquasiconvex variational problems. Each method
is being actively developed in recent years, and still none of them is com-
plete today.
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continuité faible sous une hypothèse de rang constant’. Annali della Scuola Normale
Superiore di Pisa, Classe di Scienze 8(1), 69–102.

71. Murat, F. and L. Tartar: 1985, ‘Calcul des variations et homogénéisation’. 57,
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